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Summary

The study of nonlocal energy-based models has proliferated in the last decades due to their rele-
vance in applications and the novel mathematical challenges that they provide. Within this context,
the thesis addresses a wide variety of aspects concerning variational problems involving nonlocal
gradients. These have been proposed for modeling the emergence of cracks and cavitations in mate-
rials, and can be used in image denoising applications to preserve sharp features. The contributions
of the thesis are concerned with several families of nonlocal gradients and can be divided into the
following overarching themes:

(i) Development of nonlocal Sobolev spaces;
(ii) existence theories for minimizers of nonlocal integral functionals;

(iii) asymptotic analysis of parameter-dependent problems.

In the context of (i), we extend and unify the results established for the Riesz and finite-horizon
fractional gradient by considering more general nonlocal gradients with radial kernels. Precisely,
based on a delicate analysis of the Fourier symbol of the nonlocal gradient, we present minimal
assumptions on the kernel function such that Poincaré inequalities and compact embeddings hold.
Moreover, we provide sharp embeddings into Orlicz spaces and spaces with prescribed modulus of
continuity, that refine the fractional Sobolev and Morrey inequalities.

With these tools at hand, the goal in (ii) is to establish rigorous existence results for minimizers
of integral functionals depending on nonlocal gradients. We develop a translation mechanism that
connects the nonlocal gradients with their local counterpart and use this to characterize the lower
semicontinuity of the nonlocal functionals in terms of the classical notion of quasiconvexity. Based
on this, we establish the existence of minimizers via the direct method under Dirichlet or novel
Neumann-type boundary conditions. The latter conditions necessitate the study of functions with
zero nonlocal gradient, which surprisingly constitute an infinite-dimensional vector space, and we
employ recent results regarding pseudo-differential boundary-value problems to characterize them.
We also tackle linear growth functionals, which lack the usual coercivity requirement, and provide
an explicit formula for their relaxation in the space of functions with bounded fractional variation.
This reveals insights about the behavior of minimizing sequences and is based on a careful analysis
of the concentration effects of the fractional gradient by using tools from Young measure theory.

Building upon the existence results, the focus in (iii) lies on studying the dependence of the
minimizers on parameters in the problem, specifically, the fractional parameter s and the interaction
range 5. We establish using I'-convergence that the minimizers depend continuously on s and
converge to the local solutions as s — 1. In parallel, we prove that localization also occurs in the
vanishing horizonlimit § — 0, while the diverging horizon regime § — oo leads to the models based
on the Riesz fractional gradient. A crucial ingredient for the proofs of these results are uniform
compactness statements, which are established by studying the dependence of the Fourier symbols
on the respective parameters. In terms of applications, we develop an abstract framework for the
well-posedness of bi-level optimization problems for parameter learning in image denoising. The
results of the thesis show that the models involving nonlocal gradients fit into this framework,
where the fractional parameter is tuned in order to obtain the optimal degree of smoothing.
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Zusammenfassung

Die Betrachtung von nichtlokalen energiebasierten Modellen hat in den letzten Jahrzehnten auf-
grund ihrer Relevanz fiir Anwendungen und der damit einhergebenden neuen mathematischen
Herausforderungen erheblich zugenommen. In diesem Zusammenhang befasst sich diese Arbeit
mit einer Vielzahl Aspekten von Variationsproblemen mit nichtlokalen Gradienten. Diese wurden
fir die Modellierung der Entstehung von Rissen und Kavitation in Materialien vorgeschlagen und
konnen verwendet werden, um scharfe Merkmale bei der Rauschentfernung in Bildern zu behal-
ten. Die Beitrdge dieser Arbeit beziehen sich auf mehrere Familien von nichtlokalen Gradienten
und koénnen in die folgenden tibergreifenden Themen unterteilt werden:

(i) Entwicklung von nichtlokalen Sobolev-Raumen;
(ii) Existenztheorien fiir Minimierer von nichtlokalen Integralfunktionalen;

(iii) Asymptotische Analyse von parameterabhiangigen Problemen.

Im Kontext von (i) vereinheitlichen wir die Ergebnisse fiir den Riesz-Gradienten und den frak-
tionalen Gradienten mit endlichem Horizont, indem wir allgemeinere nichtlokale Gradienten mit
radialsymmetrischen Kernen betrachten. Basierend auf einer detaillierten Analyse des Fourier-
Symbols des nichtlokalen Gradienten stellen wir minimale Annahmen fiir die Kernfunktion so auf,
dass Poincaré-Ungleichungen und kompakte Einbettungen gelten. Aulerdem zeigen wir scharfe
Einbettungen in Orlicz-Radume und Rdume mit vorgeschriebenem Stetigkeitsmodul, die die fraktio-
nalen Sobolev- und Morrey-Ungleichungen verfeinern.

Unter Verwendung dieser verfiigbaren Werkzeugen ist das Ziel in (ii), die rigorose Herleitung
von Existenzresultaten fiir Minimierer von Integralfunktionalen, die von nichtlokalen Gradienten
abhingen. Wir entwickeln dazu einen Translationsmechanismus, der nichtlokale Gradienten mit
ihrem lokalen Gegenstiick verbindet, und eine Charakterisierung der Unterhalbstetigkeit nichtlo-
kaler Funktionale durch den klassischen Begriff der Quasikonvexitat ermoglicht. Auf dieser Grund-
lage konnen wir die Existenz von Minimierern mit Hilfe der direkten Methode unter Dirichlet- oder
neuen Neumann-Randbedingungen nachweisen. Die zuletztgenannten Bedingungen erfordern die
Analyse von Funktionen mit verschwindendem nichtlokalen Gradienten, die iiberraschenderwei-
se einen unendlich-dimensionalen Vektorraum bilden, und charackterisieren diese mittels moder-
ner Ergebnisse zu Randwertproblemen mit Pseudodifferentialoperatoren. Wir behandeln aulerdem
Funktionale mit linearem Wachstum, die die iibliche Koerzitivitaitsannahme nicht erfiillen, und ge-
ben eine explizite Formel fiir ihre Relaxierung in dem Raum der Funktionen mit beschrankter frak-
tionaler Variation. Dies liefert neue Erkentnisse tiber das Verhalten von Minimalfolgen und basiert
auf einer sorgfiltigen Analyse der Konzentrationseffekte fraktionaler Gradienten unter Verwen-
dung der Young-Maf3-Theorie.

Aufbauend auf den Existenzresultaten liegt der Schwerpunkt in (iii) auf der Betrachtung der Pa-
rameterabhéngigkeit der Minimierer, insbesondere beziiglich des fraktionalen Parameters s und des
Interaktionsradius §. Mittels I'-Konvergenz zeigen wir, dass die Minimierer stetig von s abhédngen
und, im Fall s — 1, zu lokalen Losungen konvergieren. Parallel beweisen wir, dass die Lokalisierung
auch bei einem verschwindenden Horizont § — 0 auftritt, wahrend das Regime des divergieren-
den Horizonts § — oo zu den Modellen fiihrt, die auf dem fraktionalen Riesz-Gradienten basieren.
Ein entscheidender Bestandteil zum Beweis dieser Ergebnisse sind gleichméfliige Kompaktheitsaus-
sagen, die durch die Untersuchung der Parameterabhéangigkeit der Fourier-Symbole gezeigt wer-
den. In Bezug auf Anwendungen entwickeln wir einen abstrakten Rahmen fiir die Losbarkeit von
Bilevel-Optimierungsproblemen fiir das Parameterlernen bei der Bildentrauschung. Die Ergebnisse
der Arbeit zeigen, dass die Modelle mit nichtlokalen Gradienten in diesen Rahmen passen, wobei
der fraktionale Parameter abgestimmt wird, um den optimalen Grad der Entrauschung zu erhalten.
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Chapter 1

Introduction

Modeling and predicting the behavior of complex phenomena in the real world is one of the ma-
jor applications of the abstract field of mathematics. Although there are a vast number of ways
to design mathematical models, an exceedingly versatile and successful approach is based on the
minimization of a given intrinsic quantity; the minimized quantities will often have a physically
relevant meaning in the application, such as energy, time or distance. The mathematical area that is
devoted to these problems is called the calculus of variations, and the thesis will consider problems
within this framework.

In general, the calculus of variations is concerned with so-called variational problems that con-
sist of the minimization of a given functional

F:X > Ry :=RU {oo},

with X a suitable space of functions. The key challenge that distinguishes these problems from
more elementary optimization problems on R", is that X is an infinite-dimensional space, and this
necessitates the use of vastly different and more advanced tools. On the flip side, the formulation in
terms of minimization problems is quite convenient for modeling purposes and many applications
can be translated into this framework. Prominent examples include, among many others, Fermat’s
principle of least time in optics, Hamilton’s principle of least action in classical mechanics, the study
of geodesics and minimal surfaces in geometry, optimal control theory, and variational methods in
image processing (cf. [20,150, 182, 206]).

The example that initiated the calculus of variations, however, is commonly attributed to the
well-known Brachistochrone problem, which was posed as a challenge by Johann Bernoulli to his
peers in 1696 [43]. The problem consisted of finding a continuous path between two fixed points
such that the time it takes for a frictionless ball to roll down this path, solely driven by gravity,
is minimized. It turns out that the optimal curve is a cycloid, which is a shape that can be traced
out by a circle rolling along a straight line. Multiple prominent figures in the scientific world at
the time solved the problem, such as Leibniz, Newton and both Bernoulli brothers [121,206], but it
was the contributions of Euler and Lagrange in the next century that provided the first systematic
method for solving variational problems.

Their approach, which is nowadays called the classical or indirect method in the calculus of
variations, consists of deriving necessary conditions for minimizers, i.e., functions that minimize
the functional, by setting the first variation of F equal to zero. In essence, one generalizes the con-
cept of stationary points to functionals, and this leads, in the case of the commonly studied integral
functionals in (1.1), to solving a partial differential equation known as the Euler-Lagrange equa-
tion. This important observation allows one to solve these equations in order to find minimizers,
and gave shape to the field for years to come. One major drawback, however, is that not every sta-
tionary point of the functional needs to be a minimizer, and therefore, solving the equations does
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not immediately solve the minimization problem at hand. In fact, a surprising discovery made by
Weierstrass in 1870 [209] showed that, even in the class of integral functionals, there are examples
that do not admit any minimizers.

The urge to resolve these shortcomings gave way to the modern calculus of variations, whose
development was set in motion by Hilbert when he presented his famous 23 problems in 1900 [131].
Out of the three problems related to the calculus of variations, it was the 20th problem that pertained
to the existence of minimizers for variational problems involving integral functionals. Significant
contributions to this problem were made by Hilbert, Noether, Tonelli, Lebesgue and Hadamard,
which led to the conception of the direct method, see Section 1.1. As opposed to arguing through
stationary points of the functional, one directly works with the functional by verifying that it is
coercive and lower semicontinuous, after which the existence of minimizers is guaranteed. This
method finally put the calculus of variations on a rigorous mathematical foundation, and is still
immensely important nowadays.

The generality of the direct method allows it to be applied to any kind of functional, but the
most prevalent class of functionals considered in the calculus of variations are integral functionals
involving first order derivatives, that is

F(u)z/ng(x,u,Du)dx, (1.1)

with Q c R" and u : Q — R™ a suitable function with Du its derivative, see Section 1.1 for more
details. As a result, a lot of attention in the 20th century went to finding conditions under which
these functionals satisfied the requirements of the direct method. Coercivity can be achieved when
one works on Sobolev spaces by imposing certain growth bounds on the integrand, but only with
respect to the weak topology. Hence, the lower semicontinuity has to be verified with respect to
this same topology, which is a delicate issue. It turns out that convexity of the integrand plays a key
role in this regard; in fact, for integrands with standard growth the weak lower semicontinuity of
vectorial integral functionals can be characterized in terms of quasiconvexity, which is a generalized
convexity notion introduced in the seminal work of Morrey in 1952 [165].

Further significant aspects of the modern calculus of variations include the topics of relaxation
and I'-convergence. The former is an approach for studying functionals that are not lower semicon-
tinuous, and therefore, not tractable by the direct method. One considers a related relaxed problem,
by determining the lower semicontinuous envelope of the functional. Under suitable coercivity
assumptions, this new functional will admit minimizers that are related to the original problem.
Explicitly, the minimizing sequences of the functional converge up to subsequence to a minimizer
of the relaxation. In the case of classical integral functionals, it has been shown by Dacorogna [74]
that the relaxation is again an integral functional, with the integrand replaced by its quasiconvex
envelope.

Introduced by De Giorgi and Franzoni in 1975 [85], I'-convergence is a method to study se-
quences of variational problems and their asymptotic behavior. It provides a systematic way to
verify whether the sequence converges to a limit variational problem, in the sense that the min-
ima and minimizers converge. In this way, one can relate the sequence of functionals to its limit
functional, or study the continuous dependence of minimizers on certain parameters in the model.
An overview of the direct method in the calculus of variations and the results regarding integral
functionals involving gradients is given in Section 1.1.

While functionals as in (1.1) have proven very effective in applications, a recent development
has seen the interest rise in different classes of functionals as well. This is because they can possess
new features that are desirable in given applications. Especially models that are of a nonlocal
nature have been intensively studied due to their ability to incorporate long-range effects; this is in
contrast to models based on purely local notions like the gradient. Applications of nonlocal models



range from continuum mechanics [195-197], to fractional models in physics, chemistry and biology
[132,177], and image processing [13,21,117,134]. Additionally, in nonlocal models derivatives are
often not needed, which makes it possible to work with less regular functions that can exhibit
discontinuities. This can be particularly useful when one is interested in the formation of cracks
and cavities in elastic materials or in recovering sharp features in noisy images, see also Section 1.3.

There are different ways in which nonlocal effects can be incorporated into variational models,
but in the thesis we will mostly focus on integral functionals similar to (1.1) where the derivative
is replaced by a nonlocal gradient of the form

Dyutn) = [ HIZED IS oy ay (1.2

lx -yl |x-yl

foru : R" — R and with p : R" \ {0} — R a suitable kernel function. Intuitively, this gradient
can be seen as an average of discrete difference quotients weighted by the function p. Despite the
natural way of incorporating nonlocality by replacing the gradient with D, in (1.1), such models
have only been considered in the last few years. The first existence results for minimizers appeared
in 2015 in the paper by Shieh & Spector [193] for the so-called Riesz fractional gradient, which

arises by choosing
1

|x|n+s—1

P(x) = Cn,s

in (1.2) with s € (0,1) and ¢, s a normalizing constant. They developed the suitable function spaces
and applied the direct method to obtain the well-posedness of integral functionals depending on
the fractional gradient. Since then, the interest in this gradient and in related variational problems
has grown tremendously, see e.g. [28,31, 66,92, 93, 140, 208] and also Section 1.2 for a more broad
overview of these and related fractional and nonlocal models.

Since the study of variational problems involving nonlocal gradients is still in its inception,
there are a lot of fundamental tasks in the context of the direct method left open, which we con-
sider in this thesis. They include the development of the appropriate function spaces and Poincaré
inequalities, characterizing weak lower semicontinuity, proving relaxation and localization results,
and investigating different types of boundary conditions. The gradients we consider range from
the Riesz fractional gradient, to a truncated fractional gradient with finite interaction range, and to
even more general nonlocal gradients of the type (1.2).

Although theoretical in nature, the models we consider are motivated by applications of which
we highlight two in Section 1.3. The first is in peridynamics, which is a nonlocal formulation of
continuum mechanics introduced by Silling [196]. The advantage of this formulation is that peri-
dynamic models can incorporate interactions at a distance in the material and allow discontinuities
like cracks and cavities to emerge through the use of nonlocal terms instead of derivatives. The
original formulation of bond-based peridynamics is quite limited though, since the linear elastic
models are restricted to materials with Poisson ratio equal to ‘—11 [195,197], and only a small class
of nonlinear models can be recovered in the localization limit [27,160]. Therefore, a more general
state-based theory was developed (cf. [195,197]), which overcame these shortcomings. We point out
that the integral functionals depending on nonlocal gradients constitute a mathematically rigorous
class that fits into the state-based framework.

Secondly, the nonlocal models can be used as regularizers in applications of image denoising.
This is because the freedom of choosing the kernel p, for example, through the fractional parameter
s € (0,1), allows one to change the amount of regularity that is imposed on functions. Therefore,
one can tune the regularization in order to find a balance between the amount of smoothing of
the noise and the retention of sharp features in the image. The learning of the optimal regularizer
with respect to a given data set can be done with a bi-level training scheme, and this topic will also
appear in Chapter 7 again.



4 CHAPTER 1. INTRODUCTION

We now turn to the main body of the thesis, which consists of six chapters that correspond to the
articles [36,72,73,82,141,189]. Each chapter is introduced and highlighted in Section 1.4 below. To
summarize, Chapter 2 deals with linear growth integral functionals involving the Riesz fractional
gradient. Such functionals lack the coercivity properties to apply the direct method, and, therefore,
we characterize their relaxation to the space of functions with bounded fractional variation, see
also Section 1.1.2 for the theory around classical linear growth functionals. In Chapter 3, we fur-
ther the development around integral functionals involving the finite-horizon fractional gradient
introduced in [31], providing a broad theory for the weak lower semicontinuity, I'-convergence and
localization of these functionals subject to Dirichlet conditions. Chapter 4 addresses the same gra-
dients, where we investigate problems with Neumann-type boundary conditions instead of Dirich-
let conditions. This necessitates the careful study of the functions with vanishing finite-horizon
fractional gradient, which are characterized using the recent existence and regularity theory for
pseudo-differential operators [2,125]. The general gradients of the type (1.2) and associated func-
tion spaces are studied in Chapter 5, where almost minimal conditions on p are derived in order
for Poincaré inequalities and compact embeddings to hold. This paves the way for the study of
integral functionals involving this more general class of nonlocal gradients, which is taken up in
Chapter 6. Moreover, it is shown via a vanishing and diverging horizon limit that these models
are consistent with their local and fractional counterpart, respectively. Finally, in Chapter 7, an
abstract framework is built around the learning of optimal regularizers in applications of image
denoising. Several examples with regularizers of nonlocal and fractional type related to the ones
in the thesis are shown to fit within the general framework. In fact, we show in Section 1.3.2 that
also the integral functionals depending on nonlocal gradients can be used in these applications.

1.1 The direct method and classical integral functionals

As mentioned in the introduction, the direct method was developed in the 20th century to provide
a rigorous mathematical framework for the calculus of variations and existence of minimizers for
variational problems. The goal of this section is to detail the general abstract theory of the direct
method in its modern form, which is used repeatedly in the main body of the thesis. Subsequently,
we will highlight the results regarding integral functionals depending on derivatives and how the
direct method specifies to this setting. We refer to e.g. [19,49, 75, 80,112,173, 182] for more details
on this topic.

1.1.1 The abstract framework

We begin with the abstract direct method, which is used to establish the existence of minimizers
for a functional F : X — [—00, 0] on a topological space X. To obtain a clean and comprehensive
theory in which all the results of the thesis fit in, we assume that we are in one of the two situations:
(A1) X is a first countable topological space;
(A2) X is a reflexive separable Banach space endowed with the weak topology.
Although these assumptions are not crucial for the direct method, they will become impor-

tant later when talking about relaxation and I'-convergence. Let us now introduce the two main
properties of functionals which enable the use of the direct method.

Definition 1.1.1 (Sequential lower semicontinuity). A functional F : X — [—oo, 00] is sequen-
tially lower semicontinuous if for every sequence (u;); C X withu; — u in X it holds that

F(u) < liminf F(u;).
]—)OO
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Definition 1.1.2 (Coercivity). A functional F : X — [—o0,00] is coercive if the closure of the
sub-level set L.(F) :={u € X : F(u) < c} is sequentially compact for every c € R.

Remark 1.1.3. a) There is also the notion of lower semicontinuity, which states that the sub-level
sets L. (F) are closed in X for all ¢ € [—o0, o0]; sequential lower semicontinuity only requires them
to be sequentially closed. Under the assumption (A1) of first countability, the two notions agree.
Moreover, in the setting of (A2) and the additional assumption that F is coercive, the sequential
and topological notion also coincide, see Proposition 1.1.6 below. In view of this and since we will
mostly only work with the sequential notion, we often refer to sequential lower semicontinuity
simply as lower semicontinuity.

b) There are some alternative notions of coercivity available in the literature, most notably the

weaker assumption that the closure of the sub-level sets L.(F) are countably compact for all c € R
[80, Definition 1.12]. However, this coincides with our definition in the setting of (A1) or (A2). This
is because countable compactness agrees with sequential compactness in first countable spaces and
in the weak topology of Banach spaces by the Eberlein-Smulian theorem. Finally, in the setting of
(A2), coercivity is also equivalent to the simpler assumption

F(u) > oo as |lull — oo,

with || - || the norm on the Banach space X, see [80, Example 1.14].

c) If we are in the case (A2) but F is only defined on a subset A C X, then as long as A is closed,
the coercivity and sequential lower semicontinuity of F on A remain preserved if we extend F to
X as identically co. Therefore, working on the full space X as opposed to A loses no generality. A

We now state the result on the existence of solutions of the variational problem
inf{F(u) : ue X}, (1.3)
whose proof we detail for the reader’s convenience.

Theorem 1.1.4 (Direct method). Let F : X — [—oo,00]| be sequentially lower semicontinuous
and coercive. Then, F admits a minimizer uy € X, that is,

F(up) =inf{F(u) : u e X}.

Proof. If F = oo, then any point in X is a minimizer of F. Otherwise, we may take a minimizing
sequence (u;); C X that satisfies

lim F(u;) =inf{F(u) : u € X} < o0.
Jj—oo

Therefore, there is a ¢ € R such that u; € L.(F) for all j € N large enough. By coercivity of
F, there is a uy € X so that up to a non-relabeled subsequence u; — uy. The sequential lower
semicontinuity then yields

F(up) < liminf F(u;) = inf{F(u) : u € X}.
jooo
O

In the case that lower semicontinuity is not satisfied, the direct method is not applicable and (1.3)
might not have any solutions. A common strategy is to resort to the relaxation of the functional.
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Definition 1.1.5 (Relaxation). Let F : X — [—co, o], then we define its relaxation F™! : X —
[—o0, 0] as

Fl(y) = inf {lir_ninf}'(uj) tuj > uin X} .
j—ooo

We also introduce the lower semicontinuous and sequentially lower semicontinuous envelopes
Isc F(u) :=sup {G(u) : G lower semicontinuous, G < F}

and
slsc F(u) :=sup {G(u) : G sequentially lower semicontinuous, G < F}

see [112, Definition 3.8], which are the largest lower semicontinuous and sequentially lower semi-
continuous functionals below F, respectively. In general, it follows from the definitions that Isc F <
slsc F < Frl < F. Inlight of [112, Proposition 3.12 and 3.16], where the latter uses the local metriz-
ability of the weak topology in the setting of (A2), we also obtain the following.

Proposition 1.1.6. Let F : X — [—o00, 0] and assume (A1) is satisfied, or (A2) is satisfied and F is
coercive. Then, it holds that F*¢! = lsc F = slsc F.

We can now state the main result regarding relaxation and how it relates to the original mini-
mization problem (1.3), see [80, Theorem 3.8].

Theorem 1.1.7. Let F : X — [—o0, 0] be coercive, then F™ is coercive and admits a minimizer
with
min{F*'(v) : u € X} = inf{F(u) : u e X}.

If F # oo, then any minimizing sequence (u;); of F, i.e.,

lim F(u;) =inf{F(u) : u € X},
j—ooo

converges up to subsequence to a minimizer of]-"rd.

We now proceed with the concept of I'-convergence introduced by De Giorgi and Franzoni in
1975 [85], which is related to the convergence of a sequence of variational problems.

Definition 1.1.8 (I'-convergence). Let (F)j, Foo : X — [—00,00], then we say that (F;); (se-
quentially) I'-converges to Fw, and write Fo, = I'-lim;_,o Fj, if:

(i) For every sequence (u;); C X withu; — u in X, it holds that

Foo(u) < liminf Fj(u;).
j—ooo

(ii) For eachu € X, there exists a sequence (u;); C X withu; — u in X such that

Foo(u) > limsup Fj(u;).

j—oo

Property (i) is called the liminf-inequality, while (ii) is referred to as the limsup-inequality. In
fact, if (i) is satisfied, then any sequence with the property as in (ii) satisfies

lim Fj(u;) = Foo(u).
J—0

Therefore, the sequence in property (ii) is called a recovery sequence. We also introduce a uniform
notion of coercivity, that is used alongside I'-convergence.
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Definition 1.1.9 (Equi-coercivity). A sequence (Fj); : X — [—o0, c0] is called equi-coercive, if
there exists a coercive functional G : X — [—oo, 00] such that F; > G for all j € N.

Remark 1.1.10. a) The definition of equi-coercivity is equivalent to the one in [80, Definition 7.6]
in light of [80, Proposition 7.7]; indeed, we do not need to assume that G is lower semicontinuous
since we can replace it by Isc G which is also coercive, cf. Theorem 1.1.7 and Proposition 1.1.6.

b) We note that there is also a topological notion of I'-convergence, see [80, Definition 4.1].
However, this agrees with the sequential notion in the case (A1), or in the case (A2) with the addi-
tional assumption of equi-coercivity [80, Proposition 8.1 and 8.10].

c) In the setting of (A2), there exists a metric that induces the weak topology on bounded sets
[80, Proposition 8.7]. For any such metric, the I'-limit of an equi-coercive sequence with respect
to this metric coincides with the weak I'-limit [80, Proposition 8.10]. In particular, if X is a type of
Sobolev space that is compactly embedded into L? for some p € (1, c0), then the metric given by
LP-convergence can be used instead of the weak topology on X cf. [80, Example 8.9]. Because of
this, we often state our I'-convergence results with respect to the L”-convergence. A

Suppose now that (Fj); : X — [—o0, 0], and we are in the setting (A1), or in the setting (A2)
with the additional assumption of equi-coercivity so that Remark 1.1.10b) applies. If (F;); has a
I'-limit F, then this functional is automatically lower semicontinuous [80, Proposition 6.8]. Intu-
itively, this means that I'-convergence induces a relaxation process in addition to the convergence
of variational problems. In fact, this can be made precise as it holds that

I-lim F; = Foo ifandonlyif T-lim 7% =7,
j—)OO J—)OO

see [80, Proposition 6.11]. Moreover, if 7 : X — [—o0, c0] is a functional in the setting of Propo-
sition 1.1.6, then F' coincides with the T-limit of the constant sequence F; = F forall j € N,
ie.,

Fl =T- lim F, (1.4)

]—)OO

cf. [80, Remark 4.5].

We now phrase the main result about I'-convergence, which justifies its usage in studying the
convergence of variational problems, see [80, Theorem 7.8 and Corollary 7.20].

Theorem 1.1.11. Let (F;); : X — [—00, 0] be an equi-coercive sequence that I'-converges to Fo, :
X — [—o00,0]. Then, Fu is coercive and admits a minimizer with

min{Fe(u) : u € X} = }i_}r{)loinf{fj(u) cu € X}
If Foo # 00, then every sequence (u;); C X of almost minimizers, i.e.,
]li_)ngo]-'j(uj) = Jli_}ngoinf{]:j(u) cu € X},
converges up to subsequence to a minimizer of Fu.

1.1.2 Classical integral functionals

With the abstract theory established, we now consider the application to the specific class of integral
functionals involving derivatives, which is the most prominent class studied in the modern calculus
of variations with applications in classical mechanics, biology, chemistry, finance, optimal control
theory and image processing [20, 150, 182,206]. The natural space to work on is the Sobolev space
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on a bounded Lipschitz domain Q c R”, which consists of the functions in L? with distributional
derivative in L?, i.e.,

W (Q;R™) == {u € LP(Q;R™) : Du € LP(Q; R™ ™)},
endowed with the norm
”ulleP(Q;Rm) = ”u“LP(Q;R’") + ”Du“LP(Q;R’"X")

with p € [1, 00], see [5,52,94,108,149] for a detailed account on Sobolev spaces. Let WOLP(Q; R™)

be the collection of functions with zero trace on 9Q and ng’p (QR™) =g+ Wol’p (Q;R™) for a
boundary condition g € W' (Q; R™). We now consider the integral functionals of the form

F(u) = /Q f(x,u,Du)dx foru e W,?(Q;R™), (1.5)

with f : QX R™xR™" — R a Carathéodory integrand, i.e., f (-, z, A) is measurable for all (z, A) €
R™ x R™ ™ and f(x,-,-) is continuous for a.e. x € Q. We first study the reflexive case p € (1, o),
where we are in the setting of (A2) given the weak closedness of ng’p (Q;R™), cf. Remark 1.1.3 ¢).
Therefore, in order to apply the direct method one needs to show that F is coercive and lower
semicontinuous in the weak topology.

We first focus on the lower semicontinuity, which is the most involved of the two, and dates back
to the work of Morrey in 1952 [165]. He introduced the following generalized convexity notion,
which plays a key role in the characterization of lower semicontinuity.

Definition 1.1.12 (Quasiconvexity). A Borel-measurable locally bounded function h : R™" — R
is called quasiconvex, if for every A € R™*"

Fa) < /Y F(A+Dop(y)dy forallp € WH(Y:R™),

withY := (0,1)".

Remark 1.1.13. a) The inequality in the definition of quasiconvexity resembles Jensen’s inequal-
ity, but it only needs to holds for gradient fields. This shows that quasiconvexity is a weaker notion
than convexity, cf. [75, Theorem 5.3]. In fact, when either n = 1 or m = 1, then quasiconvexity
coincides with convexity [75, Theorem 5.3].

b) One can replace the class of test functions by either C;°(Y;R™) or Wple’f’(Y; R™) without

changing the definition of quasiconvexity [75, Remark 5.2 and Proposition 5.13], where Wple’f’(Y; R™)
denotes the Y-periodic functions in W-*(R"; R™). Additionally, if f is quasiconvex, then it holds
for any Lipschitz domain O ¢ R" by [75, Proposition 5.11] that

1 1,00 .mm
f(A)Sﬁ/Of(A+D(p(y))dy for all p € W™ (O; R™).

A

It turns out that under suitable growth conditions, quasiconvexity can be used to characterize
the (sequential) weak lower semicontinuity of functionals of the form (1.5). The following statement
can be found in e.g. [75, Theorem 8.1 and 8.11], with the addition of boundary data being due to
[75, Remark 3.19 (ii)].
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Theorem 1.1.14 (Characterization of lower semicontinuity). Let f : QXR™XR™ " — [0, c0)
be a Carathéodory integrand that satisfies for C > 0

f(x,2,A) < C(1+|z|? +|Al?) fora.e x € Q and all (z, A) € R™ x R™", (1.6)

Then, F in (1.5) is sequentially weakly lower semicontinuous on ng’p(Q; R™) if and only if A +—
f(x,z,A) is quasiconvex for a.e. x € Q and all z € R™.

Remark 1.1.15 (Growth bounds). The non-negativity of the integrand and the upper bound
can be further generalized as in e.g. [75, Definition 8.10]. Additionally, we mention that there is
the notion of polyconvexity introduced by Ball [23], which is stronger than quasiconvexity, but
also provides a sufficient condition for lower semicontinuity when the integrand f takes values in
Re = R U {oo}, see [75, Theorem 8.16]. This is useful in applications of hyperelasticity, since

one can impose the orientation-preservation condition det Du > 0, by setting f(x,z,A) = oo
when detA < 0. Well-known examples of such integrands include the ones that are used for
neo-Hookean, Mooney-Rivlin and Ogden materials [182, Examples 6.2-6.4]. A

With the lower semicontinuity resolved, it remains to consider the topic of coercivity, which
relies on the well-known Poincaré inequality: There is a C = C(Q, n, p) > 0 such that

lullr (mm) < CliDUllLo(ommny  for all u € WP (Q; R™). (1.7)

Now, if f satisfies a growth bound from below of the form

AP < f(x,2,A) forae x € Qandall (z,A) € R™ x R™", (1.8)
with p > 0, then it holds that F(u) > ,u||Du||€p(Q;Ran). In particular, if (u;); C ng,p(Q; R™) with

||uj||w1-P(Q;R'n) — 0,

then the Poincaré inequality shows that 7 (u;) — oco. In view of Remark 1.1.3b), we conclude that
F is coercive. An application of the direct method (Theorem 1.1.4) shows the following.

Theorem 1.1.16 (Existence of minimizers). Letp € (1,00), f : Q X R™ x R™" — [0, c0) be
a Carathéodory integrand that satisfies (1.6) and (1.8), and assume A — f(x,z, A) is quasiconvex for
ae.x € Qandallz € R™. Then, F in(1.5) admits a minimizer over ng’p(Q; R™),

Now that the main goal of existence of minimizers is achieved, we will deduce some information
about these minimizers inspired by the classical methods in the calculus of variations. Indeed, these
methods consisted of showing that minimizers are zeroes of the so-called first variation of F, which
is a generalization of the directional derivative of F. In the case of integral functionals, this first
variation can be explicitly computed, which leads to a system of PDEs known as the (weak) Euler-
Lagrange equations [182, Theorem 3.1]. By D, f and D4 f we denote the derivative of f with respect
to its second and third argument, respectively.

Proposition 1.1.17 (Euler-Lagrange equations). Let f : QXR™XR™*" — R be a Carathéodory
integrand that is continuously differentiable in its second and third argument with

|f (x,2,A)| + |D.f (x,2, A)| + |Daf (x,2,A)| < C(1+ |z|P + |A|P)

for a.e. x € Q and all (z,A) € R™ x R™ ", Then, any minimizer of F in (1.5) over ng’p(Q; R™)
satisfies

{div[DAf(x, u,Du)] = D f (x,u,Du) inQ, (1.9)

u=g on 0%,
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in a distributional sense, that is,
/ Daf(x,u,Du) - Do + D f(x,u,Du) - odx =0 forallp € C°(Q;R™).
Q

Remark 1.1.18. a) Under the assumptions of Theorem 1.1.16 and Proposition 1.1.17, one can com-
bine these statements to establish the existence of weak solutions to the Euler-Lagrange equations
(1.9). This provides the solvability for a general class of nonlinear systems of PDEs with Dirichlet
boundary conditions.

b) Instead of using the Poincaré inequality in (1.7), one can use the Poincaré-Wirtinger inequal-

ity
lullce (ormy < ClIDul|e (qrmxn), (1.10)
forallu € X = {v € WP (Q;R™) : /Q vdx = 0}. One can then deduce under the same assump-
tions as Theorem 1.1.16, that F admits a minimizer on X. In fact, if we assume that F is invariant
under translations by constants, that is, F(u + ¢) = F(u) for u € W'?(Q;R™) and ¢ € R, then

F admits a minimizer over W (Q; R™). Under the assumptions of Proposition 1.1.17, the Euler-
Lagrange equations for this minimizer then become

(1.11)

div[Daf (x,u,Du)] = D, f(x,u,Du) in Q,
Daf(x,u,Du)-v=0 on 9%,

with v an outward pointing unit normal to 9Q2. These boundary conditions are called natural bound-
ary conditions, since they are not imposed but arise via the boundary term coming from integration
by parts. A

Next, we would like to have an explicit expression of the relaxation of integral functionals,
which will be useful to study the behavior of minimizing sequences when lower semicontinuity is
not granted, cf. Theorem 1.1.7. Since quasiconvexity is intrinsically linked to lower semicontinuity
due to Theorem 1.1.14, it is not surprising that the following concept of quasiconvex envelope is
crucial in this regard.

Definition 1.1.19 (Quasiconvex envelope). Let h : R™*" — R be locally bounded and Borel-
measurable, then its quasiconvex envelope is defined as

h9¢(A) = sup {fl(A) . h: R™™ 5 R is quasiconvex, h < h} .

In case h : R™" — R is bounded from below by a quasiconvex function, it holds that h9° is the
largest quasiconvex function below h, and the following characterization is valid

h3(A) :inf{/y h(A+De(y))dy : ¢ € W, (Y; R'")},

see [75, Theorem 6.9]. We can now state the relaxation result, see e.g. [75, Proposition 9.5 and
Theorem 9.8] or [182, Theorem 7.6], where we specify to the simpler case of

F(u) = ‘/Qf(x, Du)dx foruce W;’P(Q; R™), (1.12)

with f: Q X R™" — R a Carathéodory integrand.
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Theorem 1.1.20 (Relaxation formula). Suppose p € (1,00) and f : Q X R™" — [0,00) is a
Carathéodory integrand with

AP < f(x,A) < C(1+|A]P) forae x € Qandall A e R™™",

for some y1,C > 0. Then, the relaxation of F in (1.12) with respect to the weak convergence in
ng’p(Q; R™) is given by

Frel(u) = ./quc(x, Du)dx foruce ng’p(Q; R™),

with f¢(x, -) the quasiconvex envelope of f(x,-).

Note that due to the weak closedness of ng’p (Q;R™), the relaxation would not change if we first
extend F to WP (Q;R™) as co. Therefore, in view of the coercivity of F, the benefits of relaxation
in Theorem 1.1.7 apply to F™.

Linear growth functionals. With the theory in the reflexive case of p € (1, o) rounded off,
we now focus our attention to the case p = 1, which has a rich history as well (cf. [10, 79,113, 120,
144,181, 183]). The leading motivating example for considering this case, is the famous Plateau
problem of finding a surface with minimal area and given boundary conditions [118]. Namely, this
corresponds to minimizing the area functional

F(u) = / V1+|Dul?dx forue %1,1(9),
Q

which has an integrand f(x, A) = 4/1 + |A|? with linear growth. More generally, we are interested
in functionals of the form

Flu) = / f(x,Du)dx foru e W' (Q;R™),
Q

with f: Q X R™" — R a Carathéodory integrand satisfying for p;,C > 0
plA] < f(x,A) < C(1+]A]) forae. x € Qandall A e R™", (1.13)

The immediate difficulty is that W1 (Q; R™) is not reflexive, so bounded sequences might not
admit weakly convergent subsequences. Hence, the functional F is not coercive with respect to the
weak topology. A way to resolve this is to consider a weaker topology, since bounded sequences
(uj); ¢ WH(Q;R™) converge up to subsequence to a function u € BV(Q;R™) in the weak*
topology, or equivalently, the strong L!-topology; here the space of functions with bounded vari-
ation BV (Q; R™) denotes the L!-functions with their distributional gradient being a finite Radon-
measure, that is,

BV(Q;R™) = {u € L'(Q;R™) : Du € M(Q;R™ ™)},

see e.g. [11,109,110,210]. Therefore, if we extend F in the following sense

(x,Du)dx foru € W' (Q;R™),
-l ‘
00 for u € BV(Q;R™) \ W,"' (s R™),

we deduce by the Poincaré inequality and growth bounds in (1.13), that F is coercive with respect
to the strong L!-topology; note that we could also take the weak* convergence, but the L!-topology
fits into the setting (A1). Unfortunately, by changing the topology we do not have lower semi-
continuity anymore, since the domain ng’l (Q; R™) is not even closed in L' for bounded sequences.
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Therefore, to obtain suitable generalized minimizers that relate to the original problem, we consider
the relaxation of F in the L'-topology, that is,

Fl(y) = inf {liminff(uj) : (uj)j C ng’l(Q; R™), uj — uin L' (Q; [Rm)}, (1.14)
jooo

for u € BV(Q;R™). By Theorem 1.1.7, the functional F™! will admit minimizers that are the limit
of minimizing sequences of F.

To determine the relaxation, we need to somehow be able to capture the concentration effects
that gradients in W! can exhibit. To this aim, we denote for u € BV (Q;R™) the Radon-Nykodym
decomposition

Du = Vudx + D,u,

where Vu € L'(Q;R™*™) is the absolutely continuous part of Du with respect to the Lebesgue
measure, and D,u € M (Q; R™ ") is the singular part. This singular part is related to these concen-
tration effects and cannot be simply plugged into the integral functional. Instead, one introduces
a notion that captures the behavior of the integrand of f at infinity, the so-called recession func-
tion, which enables one to account for concentration effects. Explicitly, the recession function
£ QxR™" - R is defined as

o . f(x, tA)
JA) = 1 —_
fe4) (x’,A’)lr—r}(x,A) t

11—

(1.15)

which is continuous whenever it exists and positively 1-homogeneous in its second argument. With
the help of this function, the relaxation of F can be explicitly determined, see e.g. [182, Lemma 11.1,
Proposition 12.24 and Theorem 12.25].

Theorem 1.1.21 (Linear growth relaxation). Let f : Q X R™" — R be a Carathéodory inte-
grand that satisfies (1.13), and suppose that f* exists and A — f(x, A) is quasiconvex for all x € Q.
Then, the relaxation of F in (1.14) is given by

rel _ o dD.u
F (u)—/Qf(x,Vu)dx+/Qf (x, dlD*u|) d|D,ul|

+/ fo(x,(g—u)®v) dH""  foru € BV(Q;R™),
o0

with dﬁg*zl the Radon-Nykodym derivative of D,u with respect to its total variation | D.ul, v an outward

normal to dQ and H""! the (n — 1)-dimensional Hausdorff measure.

Remark 1.1.22. a) The second term in the relaxation is exactly what accounts for the concen-
tration effects that can occur. Additionally, the third term is related to the boundary condition.
Indeed, since BV-functions can admit jumps on hypersurfaces, the trace values are not preserved
in the relaxation process and are instead penalized by the amount that they deviate from g. Another
way to see this, is by extending the functional to a larger domain Q € Q’ and setting all functions
equal to g outside Q (for any extension of g). Then, for u € BV(Q';R™) withu = ga.e. in Q' \ Q,
the variation Du will contain the jump part on the boundary, i.e., the measure (g — u) ® v H" 1|50,
which exactly accounts for the penalty term.

b) In the case of the area-integrand f(x, A) = /1 + |A|?, which is convex, its recession function
is equal to f*(x, A) = |A| and the relaxation becomes

Frel(y) = /Q V1+ |Vul?dx + |D.ul(Q) + /ng —u|dH" Y(x) foru e BV(Q).
P)
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c¢) Under some additional conditions, one can remove the assumption of quasiconvexity, in
which case the relaxation will feature the quasiconvex envelope of f and its recession function,
see [17]. In this way, it combines the relaxation effect of extending to the space of BV-functions
and the quasiconvexification as in Theorem 1.1.20. A

1.2 Fractional calculus and nonlocalities

Dating back to around the same time of the Brachistochrone problem, the first reported mention of
fractional calculus is in a private letter from I’'Hospital addressed to Leibniz in 1695 [185]. Within
this letter, he inquires about Leibniz’ notation for the nth derivative of a function d” f /dx", wonder-
ing what would happen if one formally plugs in n = % In the subsequent years, many prominent
mathematicians were interested in the concept of non-integer order derivatives, such as Fourier,
Euler, Laplace and Lacroix, but it took until 1823 for Abel to publish the first genuine application of
fractional calculus [1]. He used it to come up with an elegant solution to the Tautochrone problem,
which consisted of finding a curve such that the time it takes for a ball to roll down it is independent
of the starting position. This curve is actually closely related to the Brachistochrone curve, since
they both are (different) parts of a cycloid, and this draws an unexpected connection between the
origins of fractional calculus and the calculus of variations.

After the work of Abel, there were several approaches to rigorously defining fractional deriva-
tives in one dimension, which led to a collection of different possible definitions; the most fa-
mous examples include the Riemann-Liouville, Griinwald-Letnikov and Caputo fractional deriva-
tive [177,188]. At the heart of these definitions lies the idea that the fractional derivative should
interpolate between the function and its derivative as the fractional order varies from 0 to 1, see
Figure 1.1, and that the order of the fractional derivative behaves additively under composition.

1.01

0.51

0.01

—0.51

-1.0

Figure 1.1: The Riemann-Liouville fractional derivative of x — e~ with the fractional order s

ranging from 0 to 1.

We note, however, that, depending on the given definition of fractional derivative and admis-
sible class of functions, these properties might not be completely satisfied. Regardless, a common
denominator among all fractional derivatives is that they are nonlocal operators defined through
integrals, which makes it so that the value of the fractional derivative depends on the values of
the function in a larger neighborhood. This is in stark contrast to the local behavior of classi-
cal derivatives, and is one of the main reasons for the recent interest in using fractional deriva-
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tives in applications. Indeed, fractional derivatives can be used to model long-range interactions or
memory-effects with applications in physics, biology, chemistry and control theory [132,177].

Fractional Laplacian. Turning to the multidimensional setting, it becomes apparent that the
literature has almost exclusively focused on the fractional Laplacian as the central fractional differ-
ential object [146,151]. For s € (0,2) and ¢ € C°(R") it is defined as a principal value integral

(=A)*"2p(x) = vy lim o)~ 0y d

x € R™,
rlo JB, (x)e |x —y|™*

with B, (x) the ball with radius » > 0 around x and v, s the normalizing constant given by

_2T((s+n)/2)
" e (=s/2)|”

with I the Gamma function. The fractional Laplacian interpolates between a function and its (nega-
tive) Laplacian and has been applied in fractional versions of the diffusion equation, porous medium
equation, Cahn-Hilliard equation, Schrédinger equation and many more, cf. [151] and the refer-
ences therein. Moreover, it plays a key role in probability theory as well since it is the generator of
the s-stable Lévy jump process in the same way the Laplacian is the generator of Brownian motion
[157]. Beyond the applications, the fractional Laplacian has served as the prototypical example in
the development of the mathematical theory around nonlocal operators, such as in regularity the-
ory [124,184], the development of extension techniques [57] and the study of nonlocal Neumann
boundary conditions [100]. Additionally, the related fractional p-Laplacian plays an analogous role
in the nonlinear theory.

The study of the fractional Laplacian and related (nonlinear) operators is carried out with the
help of the Gagliardo fractional Sobolev spaces defined as

_ 1/p
Ws,p(an) = {u c LP(Rn) . [ W (RR) = (/n /n |u(x) u(y)|P dxdy) - OO}’

|x y|n+ps

with
lullwsr )y = [ullre (mr) + [ulwse @),

for s € (0,1) and p € [1,00), see e.g., [5,96]. These spaces originally arose as trace spaces of
the classical Sobolev spaces, but have recently been more prominently applied in the context of
fractional problems. The fractional spaces also possess useful properties like Sobolev inequalities
and continuous and compact embeddings. Moreover, it turns out that minimizing the Gagliardo
semi-norm |[-]ywsprr) among functions satisfying a Dirichlet condition in the complement of a
bounded domain, is equivalent to solving the fractional p-Laplace equation; in fact, when p = 2,
the Gagliardo semi-norm is even equal to the L?-norm of the fractional Laplacian up to a constant
[96, Proposition 3.4]. This reformulation of the fractional Laplace equation opens up the way for
applying the tools from the calculus of variations to obtain rigorous existence results, and has
inspired the study of more general nonlocal functionals of double-integral type, where aspects
such as coercivity and lower semicontinuity [33,34,107,166,174], relaxation [143,164], and different
localizations [8,35,47,158] are considered; these models are closely related to the bond-based models
in peridynamics, cf. Section 1.3.1.

1.2.1 The Riesz fractional gradient

While the models revolving around the fractional Laplacian have received a lot of attention, it
is surprising that a fractional analogue of the gradient operator has largely been missing in the
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literature; indeed, in the classical vector calculus and calculus of variations it is the gradient that is
the fundamental object, not the Laplacian. This issue was recently resolved with the introduction
of the Riesz fractional gradient by Shieh & Spector in 2015 [193], which is defined for ¢ € CZ°(R")

and s € (0,1) as
S e(x) —¢(y) x—y n
D = d R",
@(x) = cps /n X—y™ x—y] y x¢€

with the constant
IF'((n+s+1)/2)

I'((1-s9)/2)
This fractional gradient interpolates between the Riesz transform and the classical gradient as s
varies from 0 to 1, which is substantially different from the one-dimensional fractional derivatives
considered at the start of the section. It was shown by Silhavy [208] that the Riesz fractional gra-
dient is the unique operator that satisfies the natural physical requirements of rotation and trans-
lation invariance, and is homogeneous of degree s; in this sense it can be considered as a canonical
fractional derivative, as opposed to the various different definitions in one dimension. This new
perspective of the fractional gradient has opened up the possibility to study new types of fractional
problems, and has inspired a vast amount of works in recent years, see e.g. [28,31,66,92,93,140,153]
among many others.

Since the fractional gradient is a central object in this thesis, we will expand on some of its prop-
erties and relations with other operators, and cover the associated function spaces and variational
problems. Firstly, it is possible to define the fractional divergence of ¢ € C.°(R";R") as

div’ ¢(x) = cn,S/ ¢ (x) —¢£y) XY dy xeR"
nolx—ylmt x -yl

Cns i= 25 2

which enables one to formulate the following extension the classical formula —divoD = (-A),
—div® oD! = (_A)(s+t)/2
fors,t € (0, 1) see [208, Theorem 5.3]. In fact, this and many other identities can be quickly deduced

from the characterization of the fractional operators in Fourier space. With the convention of the
Fourier transform given by

u(¢) = ./R" u(x)e 2" dx  FeR"

for functions u € L'(R™) [122,123], it holds for ¢ € C°(R™) and ¢ € C°(R™; R") that

2mié
|27E|1s

2mi&
|27 E|!s

Dp(¢) = 2O, (D)D) = 22E°P(6) and div’ y(§) = PO, (1.16)
for & € R"\ {0} (cf. [194]). In light of these identities and Plancherel’s theorem, it is straightforward
to deduce the fractional integration by parts formula

/Ds(p'wdx:—/ ¢ div® ¥ dx,

which can be used to extend the definition of the fractional gradient to LP-spaces for p € [1, oo].
As a result, one can naturally define a class of fractional Sobolev spaces for s € (0,1) and
p € [1,00] as
H(R") := {u € LP(R") : D’u € LP(R";R")}
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with the norm
llull prse ey = llullLe ey + ID°ull Lo (rrsmn) -
It was shown by Shieh & Spector [193, Theorem 1.7] together with the density result in [54, The-

orem A.1] (see also [140, Theorem 2.7]), that these spaces coincides with the well-known Bessel
potential spaces when p € (1, o), that is

H*(R") = {u e LP(R") : (()*0)" € LP(R")},

where (-) = 4/1 + ||? and the (inverse) Fourier transform should be understood in the sense of tem-
pered distributions, see [5,123,204] for more on these spaces. The Bessel potential spaces coincide
with the Gagliardo spaces when p = 2, but are different in general, and they appear naturally in har-
monic analysis [136] and the regularity theory of the fractional Laplacian [124]. We remark that the
Gagliardo and Bessel potential spaces can also be unified within the scale of Triebel-Lizorkin spaces,
with the identities W5 (R") = F »(R") and HP(R"™) = F;)Z(R") for p € (1,0), see [187,204].

For variational problems involving the fractional gradient, it is common to consider a bounded
open domain Q C R", and work with functions that are zero in the complement, that is,

HP(Q) = {ue H(R") : u=0ae.in Q°},

or the more general affine spaces H;’p (Q):=¢g +Hg’p (Q) for a given g € H*?(R"). Shieh & Spector
[193,194] (see also [28,140]) developed the essential technical tools for utilizing these spaces, such
as continuous and compact embeddings, and a fractional Poincaré inequality of the form

”uHLp(Rn) < C”Dsulle(Rn;Rn) forallu € Hg’p(Q), (117)

with a constant C = C(Q,n,p,s) > 0 (cf. [193, Theorem 3.3]). They proved this inequality in an
elegant manner by using that

x f—

v =ns [ Do) ldy xewn (1.18)
R" |x -yl

for all ¢ € C°(R"), which is known as the fractional fundamental theorem of calculus [193, Theo-

rem 1.12], [179, Proposition 15.8].

With these technical tools at hand, one can consider the minimization of functionals of the form
Fs(u) :=/ f(x,u,D’u)dx forue H;’p(Q;Rm), (1.19)
Rn

with f: R? XR™xR™" — R a Carathéodory integrand and p € (1, o). In this case, we are in the
setting (A2) of a weakly closed subset of a separable reflexive Banach space. We note the similar-
ity in structure with the classical integral functionals in (1.5), although F; is inherently nonlocal.
Coercivity of the functional F; follows in the same manner as the classical case by utilizing the
fractional Poincaré inequality in (1.17) and imposing the bound

plAlP < f(x,2,A) forae x € R"and all (z,A) € R™ x R™*" (1.20)

with 1 > 0; here, it is important that F5 consists of an integral over the full space and not just over
Q. It remains to study the weak lower semicontinuity of the functional to obtain the existence of
minimizers. Shieh & Spector have shown that convexity gives a sufficient condition for lower semi-
continuity in the scalar case m = 1 [193, 194], whereas Bellido, Cueto & Mora-Corral considered
the vectorial case and proved that polyconvexity also provides a sufficient condition [28], cf. Re-
mark 1.1.15. A complete characterization was first given in [140, Theorem 1.1] by Kreisbeck and
the author, and surprisingly identifies quasiconvexity as the crucial notion in the fractional case as
well. Throughout this section, we assume the technical condition |0Q| = 0.
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Theorem 1.2.1 (Characterization of lower semicontinuity). Let f : R"XR™XR™*" — [0, c0)
be a Carathéodory integrand that satisfies for C > 0 and a € L'(R")

f(x,z,A) < C(a(x) + |z|P +|A|?) forae x € Q and all (z, A) € R™ x R™", (1.21)

Then, Fs in (1.19) is sequentially weakly lower semicontinuous on H;’p(Q; R™) if and only if A —
f(x,z,A) is quasiconvex for a.e. x € Q and all z € R™.

This theorem constitutes a fractional analogue to Theorem 1.1.14 and it is quite remarkable
that quasiconvexity appears again in this context. Indeed, a more natural convexity notion in the
fractional case would be the following.

Definition 1.2.2 (D*-quasiconvexity). A Borel-measurable locally bounded function h : R™" —
R is called D*-quasiconvex if for all A € R™"

h(A) < /h(A+D$(p(y)) dy forallg € Hy.? (Y;R™),
Y

with Hy. (Y; R™) the space of Y -periodic functions in H>* (R™; R™).

It turns out that this seemingly new notion is equivalent to classical quasiconvexity (Defini-
tion 1.1.12), and, therefore, can also be used in the characterization of the weak lower semicontinu-
ity of Fj, [140, Corollary 4.8]. This fact and the proof of Theorem 1.2.1 both rely on the following
identities

D¢ =D(l1_s*¢) and D¢ = Ds(—A)I_TS(p, (1.22)

for ¢ € C°(R"), where I; € Llloc(R”) denotes the Riesz potential
Il’ = Vn,—t|.|t_n:

for t € (0,n), and arises as an inverse to the fractional Laplacian. One can utilize (1.22) to trans-
form the fractional gradient into a classical gradient and back, making it possible to move between
the two settings. This provides a systematic method for proving results in the fractional case by
reducing them to the well-established results concerning the local gradient and explains why qua-
siconvexity appears in Theorem 1.2.1. However, care should be taken since the procedure involves
nonlocal operations, which do not preserve complementary values. Beyond technical difficulties,
the complementary values also account for the fact that in Theorem 1.2.1 quasiconvexity is only
required in Q. Namely, for weakly converging sequences in H;’p (Q;R™) it holds that the fractional
gradients converge strongly in the complement of Q [140, Lemma 2.12], which eliminates the need
for any convexity notion there to get lower semicontinuity.

Combining the coercivity and lower semicontinuity of the fractional functionals, yields the
existence of minimizers via the direct method (Theorem 1.1.4).

Theorem 1.2.3 (Existence of minimizers). Letp € (1,00), f : R" X R™ x R™" — [0, 00) be a
Carathéodory integrand that satisfies (1.20) and (1.21), and assume A — f(x, z, A) is quasiconvex for
a.e.x € Q and all z € R™. Then, Fs in (1.19) admits a minimizer overH;’P(Q; R™).

These minimizers also satisfy certain Euler-Lagrange equations, which consist of a system of
fractional partial differential equations subject to complementary-value conditions, see [28,193].

Proposition 1.2.4 (Euler-Lagrange equations). Letf : R"XR™XR™ " — R be a Carathéodory
integrand that is continuously differentiable in its second and third argument with

|f(x.z,A)| + ID-f (x,2, A)| + |Daf (x,2,A)| < Cla(x) + |z[” + |A[P),
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fora.e. x € R" and all (z, A) € R™ x R™" withC > 0 and a € L'(R"). Then, any minimizer of F
in (1.19) over H;’p(Q; R™) satisfies

(1.23)

div’[Daf(x,u,D°u)] = D.f (x,u,D’u) inQ,
u=g in Qc,

in a distributional sense, that is,
/ Daf(x,u,D*u) - D°¢ + D, f (x,u, D°u) - odx =0 forallp € C;°(Q; R™).

Remark 1.2.5. a) In the case with m = 1, p = 2, and f(x,2, A) = |AJ?, we can use div’ oD’ =
—(—=A)® to deduce that the Euler-Lagrange equation becomes

(-A)’u=0 inQ,
u=g in Q°,

which is the fractional Laplace equation. This is not surprising since (1.16) and Plancherel’s identity
show that ||Dsu||i2(Rn.Rn) = (—A)3/2u||iz(Rn), which means that the minimization of both of these
quantities is equivalent. As a result, we also deduce that the L?-norm of the fractional gradient is
proportional to the Gagliardo semi-norm, which illuminates the identity W5(R") = H%?(R").

b) When m = 1, p € (1,00) and we minimize the L?-norm of the fractional gradient, that is,
f(x,z,A) = |A|P, then the Euler-Lagrange equation becomes

div’ (|D*ulf™?D%u) =0 in Q,
u=g in Q°,

which can be seen as a fractional analogue of the p-Laplace equation. We note, however, that
this fractional p-Laplace operator is different from the one that arises by minimizing the Gagliardo
semi-norm when p # 2. A

The previous two propositions can be combined to deduce the existence of weak solutions to the
general system of fractional PDEs in (1.23). In the case where lower semicontinuity is not satisfied,
one can use relaxation (cf. Definition 1.1.5) to recover the existence of minimizers. We restrict to
the simpler case without (x, u)-dependence

Fs(u) = . f(D*u)dx forue H;’P(Q; R™), (1.24)

with f : R™" — R continuous, which is covered in [140, Theorem 1.2].
Theorem 1.2.6 (Relaxation formula). Letp € (1,00) and f : R™" — R be continuous with
plAlP < f(A) < CIAIP  forall A e R™",

with yi, C > 0. Then, the relaxation of F in (1.24) with respect to the weak convergence in H;’p(Q; R™)
is given by

.7-“;81(11) = /qu(Dsu) dx+/ f(D’u)dx foru e Hgs’p(Q; R™).
Q Q¢
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It is natural that the relaxation features the quasiconvex envelope, since we know that qua-
siconvexity is also the correct notion in the fractional case in view of Theorem 1.2.1 and (1.22).
Additionally, the integral over Q¢ remains unchanged in the relaxation process, precisely because
of the property that fractional gradients of weakly converging sequences converge strongly there
[140, Lemma 2.3]. Overall, this rounds off a collection of results regarding the fractional functionals
that is quite comprehensive with regard to the direct method in the reflexive range p € (1, ), and
the similarities to the classical case in Section 1.1 are noteworthy. A natural next step, inspired by
the results on classical linear growth functionals in Section 1.1, is to consider the fractional func-
tionals in the case p = 1. This is exactly the topic of Chapter 2, where the functionals are suitably
extended via relaxation to the space of functions with bounded fractional variation, see Section 1.4
below for a more in-depth description.

1.2.2 Finite-horizon and general nonlocal gradients

Beyond the models based on the Riesz fractional gradient, there are promising research directions
related to variational problems involving more general nonlocal gradients. Among these, are the so-
called finite-horizon fractional gradients introduced by Bellido, Cueto & Mora-Corral in [31], which
are considered for applications in continuum mechanics and peridynamic models. In contrast to
the fractional operators that require integration over the full space, the values of the finite-horizon
fractional gradient only depend on a radial neighborhood of size § > 0, which is called the horizon.
This makes the gradient more realistic in applications and more tractable for numerical simulations.
Explicitly, for s € (0, 1) the finite-horizon fractional gradient of ¢ € C*(R") is defined as

Dso(x) := Cn,s,5/ p(x) - wa) i ws(x —y)dy x e R", (1.25)
no e —y™ fx -yl

where ws : R" — [0, o) is a cut-off function and ¢, s 5 > 0 a normalizing constant satisfying:

(H1) ws is radial, radially decreasing, smooth and has support in Bs(0);
(H2) thereisa A € (0,1) such that ws = 1 on B;5(0);

(H3) it holds that
ws(x)
Cns,8 nrs—1 dx = n.
Bs(0) x|

The finite-horizon divergence div§ can be defined analogously to the fractional divergence and acts
as a dual operator in the sense that

/Dg(p-l//dx:—/ ¢ divyy dx,
Q Qs

forall p € C*(R") and ¢ € C°(Q; R"™) with Qs the nonlocal closure of Q given by Qs := Q+Bs(0).
This integration by parts formula can be used to define a distributional version of the finite-horizon
fractional gradient and shows that in order to make sense of D3¢ on Q, it is only required to know
the values of ¢ in the nonlocal closure Q5. The naturally associated Sobolev spaces for an open
subset @ C R" become

HP9(Q) := {u € LP(Q5) : Dju € LP( R}, (1.26)

with the norm

lullgsps () = lullrr(s) + ID5®llLr (QrR) -
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Figure 1.2: Illustration of a set Q c R" with its expansion Qg, the outer and inner collar regions I's
(green) and I'_s (light green), and the reduced set Q_s (gray).

Additionally, the relevant boundary conditions for these problems, consist of prescribed values in
a tubular neighborhood around the domain; precisely, we consider the spaces

HP(Q):={ue H?%(Q) : u=0ae. inTys:= Qs \ Q 5},

where Q_s5 := {x € Q : dist(x,0Q) > 6}, and, for g € H>??(Q), the affine spaces Hgs’p’5(Q) =
g+ Hg’p ’5(9). We also introduce the notation

[Ls:=Q\Q_s and Ts5:=Qs\Q,
which yields I'us = T'_5 U I's U 9Q, see Figure 1.2 for a visual representation. The reason why one
imposes a condition on the layer I'.s of thickness 27, is to ensure that the finite-horizon fractional
gradient is supported in Q; moreover, it is also natural from the point of view of the Euler-Lagrange

equations in (1.30), since it features a composition of two nonlocal operators with horizon é.
This set-up facilitates the study of integral functionals of the form

Fs(u) = '/Qf(x, u,Dsu)dx foru € H;’p’s(Q;Rm), (1.27)

with f: Q X R™ x R™" — R a Carathéodory integrand and p € (1, ). Bellido, Cueto & Mora-
Corral introduced this class in [31] and developed the necessary tools regarding the function spaces,
such as embedding results and the following Poincaré inequality

0.0
||u||Lp(Q) < C”DEUHLP(Q;RH) forallu € ng (Q). (1.28)

To prove these results, they carried out a delicate analysis in Fourier space to deduce that there is
a function Vi € C*(R" \ {0}; R") with suitable properties and such that

o= [ Do) Vix-ydy xR (12)

for all ¢ € C°(R™); this identity mirrors the fractional fundamental theorem of calculus in (1.18).
As a consequence, they proved the existence of minimizers of 7 by providing sufficient conditions
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for the lower semicontinuity of the functionals in (1.27) based on convexity [31] and polyconvexity
[30]. Furthermore, the minimizers of the functional satisfy a nonlocal PDE of the form

‘ (1.30)
u=g in Iy,

{divfs[DAf(x, u,D3u)| = D, f(x,u,D5u) in Q_s,
under suitable assumptions [31, Theorem 8.2]. Further aspects of the finite-horizon models will
be considered in Chapters 3 and 4, including a full characterization of lower semicontinuity, I'-
convergence results, localization and asymptotics with respect to the fractional order, a characteri-
zation of functions with Diu = 0, and a novel nonlocal Neumann-type problem, see Section 1.4 for
more details.

General nonlocal gradients. We close this section by discussing a more general class of
nonlocal gradients, unifying both settings of the Riesz and finite-horizon fractional gradient. They
are of the form

_ [ o) -0 x
Do) = [ HEED I oy (131

for 9 € C°(R™) and p € Llloc(lR") a non-negative radial function that satisfies

Blr%f)p > 0 for some ¢ >0 and / min{1, |x| ' }p(x) dx < co. (1.32)
Rn

The cases
. s Ws
P = Cngs |-res—1 and = pj = Cnss |-|r¥s—1°

recover the gradients Dys = D* and Dps = Dj. Operators similar to D, have been considered in
[16,92,93,102,156,161], but apart from the case of the Riesz and finite- horlzon fractional gradient,
the functional analytic tools for studying variational problems involving D,, are still absent. In
Chapter 5, we fill this gap by investigating the function spaces associated to the nonlocal gradient
D, and determining almost minimal conditions on p in order to have Poincaré inequalities and
suitable embedding results, see Section 1.4. This enables one to prove the existence of minimizers
for variational problems involving more general nonlocal gradients. Furthermore, we build upon
these results in Chapter 6, by proving rigorous localization results for the nonlocal energies as we
scale the kernel p in an isotropic way. This establishes the compatibility of a class of state-based
peridynamics models with classical models in the vanishing horizon limit, see Section 1.3.1 and 1.4
for more context. To fully understand the horizon-dependence, we also consider in Chapter 6 the
case of diverging horizons, which leads to the models based on the Riesz fractional gradient.

1.3 Motivation and applications

Beyond their theoretical interest, we present in this section two applications of variational models
involving nonlocal gradients in the field of peridynamics and image denoising. We give an overview
of each setting and draw connections with the theoretical results of the thesis.

1.3.1 Peridynamics

The theory of peridynamics was initiated by Silling in 2000 [196] and has led to a vast literature in-
cluding many applied contributions, see, e.g., the books [44,91,116,154] and the references therein.
It constitutes a nonlocal formulation of continuum mechanics, where forces are measured through
the interaction of particles; only those particles that are within a certain distance, known as the
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horizon § > 0, are considered. In this way, the models make sense over bounded domains, and,
as the horizon vanishes, lead to localized models. Besides the ability to incorporate long-range
interactions, one of the key advantages of the peridynamic framework is that it does not make
use of (full) derivatives and allows for less regular deformations. Therefore, the appearance of
discontinuities such as cavities and fractures in elastic materials is naturally possible via this ap-
proach as opposed to the classical models based on gradients. We will present the theory from
an energy-based perspective, but one can also study the associated time-dependent equations of
motion, see e.g., [196,197] and the overview in [71, Section 1.3].

Bond-based peridynamics. The original formulation of peridynamics consisted of the bond-
based framework [196], where the forces between the individual bonds of particles are averaged.
Precisely, one considers an interior domain Q@ c R” and its nonlocal closure Qs = Q + Bs(0),
where all the interactions take place. Then, the bond-based energy associated to a deformation
u: Qs — R™is given by

E(u) = -/Qg /anBs(x) w(x —y,u(x) —u(y)) dy dx, (1.33)

with w : Bs(0) X R™ — [0,00) a suitable density that assigns an energy to each bond. Due to
Fubini’s theorem, one may always assume that w(—h, —n) = w(h, ), and, if we set w(h,n) = 0 for
|h| > &, the energy can be rewritten as

Eu(u) = /Q /Q w(x = y,u(x) — u(y)) dy dx.

The bond-based formulation has been incredibly successful, as it is a fairly simple model that is able
capture discontinuity effects that are relevant in the modeling of elastic materials. From a math-
ematical viewpoint, the bond-based energies give rise to double-integral functionals and various
aspects such as lower semicontinuity and coercivity [33,34,107,166,174], relaxation [143,164] and
localization [8,35,47,158] have been addressed for them. Despite its success, the bond-based for-
mulation faces a few shortcomings. The first is that this approach can only model materials with
certain constraints, for example, those with Poisson ratio equal to i in the linear case [195, 197].
Secondly, in the vanishing horizon limit, the bond-based functionals recover a rather restrictive
class of local models, and not the ones that are commonly used in nonlinear hyperelasticity as in
Remark 1.1.15, cf. [27,160].

State-based peridynamics. Due to these drawbacks, a more general framework was intro-
duced in [197], which is called state-based peridynamics. Instead of assigning an energy to each
individual bond, one considers all interactions within the horizon distance, which is called the de-
formation state, and assigns an energy to this. Precisely, for any deformation u : R" — R™, the
state at x € R" is given by the function

S¥:Bs(0) —» R™, S¥(h) :=u(x+h) —u(x).

The space of all possible states, which is a suitable subspace of all functions from Bs(0) to R™, is
denoted by V. The state-based energies are then defined as

E(u) = W(x, S%) dx, (1.34)
Qs

where W : Qs XV — [0, o) is a density that assigns an energy to each state. Strictly speaking, VW
is a functional, since it takes functions as arguments, and this makes the state-based formulation
extremely general. For example, if we take

W(x,S) = / w(h,S(h))dh for (x,5) € Qs XV,
(Qs—x)NBs(0)
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then, after the substitution h = y — x, (1.34) reduces to the bond-based energy in (1.33). If, instead,
we make the choice

W(x,S) =W (x/ w ® ip(h) dh) for (x,5) € Qs XV,
Bso) |hl 1Al

with W : Qs XR™*" — [0, 00) a suitable Carathéodory integrand, and p a radial kernel that defines
a nonlocal gradient as in (1.31), then (1.34) turns into

Es(u) = W (x,Dpu) dx. (1.35)
Qs

Note that for these models the functions need to be defined on Q,s to maintain the symmetric inte-
gration domain Bs(0) in the nonlocal gradient; this is also the case for the finite-horizon fractional
models in (1.27), where a slightly different, yet equivalent, convention is used with Q_s being the
interior domain. It actually turns out that the models based on nonlocal gradients were already
proposed in [197, Section 18], albeit with a different interpretation.

These observations show that the models based on nonlocal gradients provide a mathematically
rigorous example of state-based peridynamics, which are different from the bond-based models. In
addition, they are compatible with fracture and cavitation in materials, for example, in the setting
with the fractional spaces H*? when sp < 1 or sp < n, respectively [29, Lemma 2.4 and 2.5]. Be-
yond that, the models involving gradients overcome some of the shortcomings of the bond-based
setting. As we establish in Chapter 3 for finite-horizon fractional gradients and in Chapter 6 for
general nonlocal gradients, one can use densities W that are quasiconvex in their second argument
to obtain the existence of minimizers. In fact, also the densities from classical nonlinear hyper-
elasticity theory are admissible [30]. The connection with the classical case can be strengthened
further, by considering vanishing horizon limits for the functionals in (1.35). Chapter 6 is concerned
with this topic, and we prove via a rigorous I'-limit that one recovers a local integral functional with
the same density W (see Theorem 1.4.10). This shows that the state-based models with nonlocal
gradients, as opposed to the bond-based models, are consistent with their local counterparts.

Nonlocal boundary conditions. To close this section, we discuss some of the different types
of boundary conditions that are used for peridynamics and the related Euler-Lagrange equations.
Starting with the bond-based model in (1.33), a natural condition is the Dirichlet condition u = 0
in the nonlocal boundary Qs \ Q. Indeed, under suitable assumptions as in [33, Theorem 8.3], the
minimizers of (1.33) with Dirichlet boundary conditions satisfy

{Ewu =0 ae.inQ,

u=0 ae. in Qs \ Q with - Lou(x) = / Dyw(x —y,u(x) —u(y)) dy.

Bs(x)

In essence, L,, is the natural finite-horizon differential operator associated to (1.33), and with the
choice w(h,n) = |n|?/|h|™*?S, the operator L,, reduces to a finite-horizon equivalent of the frac-
tional Laplacian (cf. [37]). In the absence of Dirichlet conditions, [33, Theorem 8.3] shows that the
minimizers satisfy

/ Dyw(x —y,u(x) —u(y))dy =0 forae x € Qs.
QsNBs(x)

On Q, the equation is simply £,,u = 0, but on Qs \ Q, the integration domain is not symmetric
and the geometry of Q plays a role in the operator. One can interpret this as a natural Neumann
boundary operator. For the state-based models involving gradients in (1.35), the natural Dirichlet
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condition is imposed in the double layer Q,5 \ Q, and the minimizers weakly satisfy

div,[DaW (x,D,u)] =0 in Q,

u=0 in Qy5 \ Q,
under suitable assumptions on W, cf. (1.30). The expression div,[DsW (-, D,u)] features a com-
position of two operators with horizon §, which explains the need for boundary conditions in the
double layer. The case of Neumann-type boundary conditions is not straightforward and is ex-
plored in Chapter 4 for finite-horizon fractional gradients, cf. (1.51). It requires a careful study of
the functions with zero nonlocal gradient, which surprisingly constitute an infinite-dimensional
space.

Recently, there has also been much interest in coupling the nonlocal models from peridynamics
with local boundary conditions via a heterogeneous horizon function § : Q — [0, c0), see [191,192]
and also [103, 115, 201, 203]. Indeed, the idea is that the horizon §(x) is positive inside Q, thus
modeling nonlocal interactions, but localizes near the boundary, that is, §(x) — 0 as x — 9Q. In
this way, one can combine the advantages of peridynamics, while still having the local boundary
conditions that are the most realistic from a practical perspective. In [191, 192], this concept is
treated for double-integral functionals related to the bond-based models in (1.33). The case with
nonlocal gradients has not appeared in the literature, and will be tackled in a forthcoming work.
One of the main difficulties with this new setting is that the nonlocal gradients with heterogeneous
horizon are not Fourier multipliers anymore, and their study necessitates the use of tools from the
more technical theory of pseudo-differential operators.

1.3.2 Image denoising

The second application we highlight is in the area of image processing, specifically, the removal of
noise in measured images. Our set-up consists of an open and bounded domain Q ¢ R” (generically
n = 2), and a pair u%,u” € L*(Q) of clean and noisy images, respectively. Here, the aim is to
reconstruct the clean image u°, given the noisy measurement u”7. We focus on the variational
regularization method, which relies on tools from the calculus of variations and is very popular
and versatile. The method consists of minimizing a functional that features a fidelity term and a
regularization term; the former is used to make the reconstruction fit the measurement, while the
latter uses prior information on the clean image to smooth out the noise. We restrict ourselves to
the case where the fidelity term is given by the L2-distance to the noisy image, which yields the
formulation:
Minimize J(u) := ||u — ”’7”%2(9) +R(u) overue L*(Q),

with R : L2(Q) — [0, o] the regularization functional. In view of the direct method, it is sufficient
for R to be sequentially lower semicontinuous with respect to the weak L?-topology in order for
J to admit minimizers; indeed, the coercivity is automatically satisfied thanks to the fidelity term.
As a result, there is a lot of freedom in choosing the regularizer, while still having a well-posed
problem formulation.

The most well-known regularizer is the TV-regularizer proposed by Rudin, Osher & Fatemi
[186], which penalizes the total variation norm of the image. This causes the image to have fewer
oscillations, but does not rule out jumps or sharp features in the reconstructed image. More complex
regularization terms are also considered in the literature such as infimal-convolution total variation
[60], total generalized convolution [51], and many others [20]. Moreover, in recent years there has
been increased interest in using nonlocal regularizers for image processing, see e.g. [12,14,15,21,46,
53,117]. They have the advantage of allowing less regular functions in the reconstruction, and can
be very useful for preserving the sharp features that most images possess. In fact, the functionals
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involving nonlocal gradients from Section 1.2 are also perfect for this purpose. For example, one
can consider the regularizer (on the domain Qs instead of Q)

/Qf(x, Diu)dx forue Hg’z’(s(Q),

00 otherwise,

Rs(u) : L2(Qs) — [0, 0], Rs(u) := (1.36)

where f : Q X R" — [0, o] is a Carathéodory integrand with
plAP < f(x,A) < C(1+|AJP) forae. x € Qandall A e R".

If f is convex in its second argument, then R will be weakly lower semicontinuous on L(Qs)
(cf. [31]), which gives the existence of minimizers of the functional

To: LA(Qs) > [0.00], Ju(w) = [lu =12 ) + R w).

Moreover, there is the freedom of choosing s € (0,1) and also f, allowing for more or less regular
functions in the reconstruction model depending on the given situation.

Bi-level optimization. Given the great variety of possible regularizers, there has been a grow-
ing interest in finding a systematic way for designing them. One method, known as bi-level param-
eter learning [95], consists of optimization over a parameter dependent family of regularizers in a
supervised learning scheme. One starts with a collection of noisy and clean data images and fits
the regularizer to this data using a given cost functional. This results in a nested variational prob-
lem, and the existence of optimal parameters and derivation of optimality conditions are important
theoretical considerations.

Precisely, consider a family of regularizers {R;}, : L*(Q) — [0, o], where A € A ranges over a
subset of a first countable topological space X. In the case of a simple L?-cost functional, and single
data point (u°,u") € L?(Q X Q), the bi-level problem reads:

(Upper-level) Minimize Z(A) := inf ||w — uc||iz(Q) over A € A,
weK)
(Lower-level) K) := arg min J, (u), (137)
uel?(Q)
where J)(u) = |lu — u” ”22( ot R (u) is the reconstruction functional. In this model we try to

minimize the distance between the best reconstruction for a given parameter and the clean image
over all possible parameters A € A, thus leading to the best possible regularizer within the family
{R}1. The existence of minimizers to such bi-level problems usually requires A to be a compact
set in order for Z to be coercive; for example, box-constraints are used in [13, 25, 135], to force
real-valued parameters to lie within a closed and bounded interval. However, it is not clear how to
restrict the parameter values, and, depending on the given data, better parameters may lie outside
the domain.

Because of this, several recent references have considered bi-level problems with open param-
eter sets A and determined a suitable extension of the bi-level problem to the closure A in order to
recover the existence of optimal parameters, see e.g. [83, 84,87, 152]. This usually involves recon-
struction models at the boundary of the domain dA where the regularizers have a completely differ-
ent structure compared to the original family of regularizers. Since the analyses in [83, 84, 87,152]
are adapted to specific families of regularizers, we consider in Chapter 7 a general abstract frame-
work for bi-level problems that is applicable to non-closed sets A. The main result consists of a
characterization of the relaxation of Z to the closure A, which provides the most natural extension
from the point of view of minimization. Moreover, we consider four different examples of families
of regularizers and determine the relaxation of 7 explicitly, see Section 1.4 for more details.
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While the regularizers depending on nonlocal gradients do not appear in Chapter 7, we want to
close this section by showing that the family in (1.36) does fit into the general framework, enabling
us to determine an optimal fractional order. To this aim, we consider the family {RRs}s and associ-
ated reconstruction functionals {7} as in (1.36) with s € A := (0, 1), and the bi-level optimization
scheme

overs € (0,1),

e e . o _ .,C2
(Upper-level) Minimize Z(s) := JQIfQ”W ucl| 12(Qs)

(Lower-level) K, := arg min J;(u).
uel?(Qs)

Note that there is a unique minimizer of J;, i.e., Ks = {w(s) }, since J; is strictly convex as the sum
of a strictly convex and convex functional. To find the relaxation of Z according to Theorem 1.4.12,
we need to determine the L2-Mosco-limits of the family {Rs}, which are I'-limits with respect to
the weak and strong topology in L?(Qs) simultaneously. To phrase the result, we introduce the
functionals R, R; : L2(Qs) — [0, ] as

/f(x, Dgu) dx foru € L?(Qs) withu =0 a.e.in Qs \ Q_s,
Ro(u) =4 Ja

00 otherwise,

and

/f(x Du)dx foru € Wh(Qs) withu =0 a.e.in Qs \ Q_s,
Ri(u) =4 Ja

00 otherwise.

Here, Dg is the zero-order nonlocal gradient, and it is bounded from L?(Qs) to L?(Q; R™). It now
follows from Theorem 1.4.4 that the Mosco-limits are given by

Rs fors € (0,1),
Rs(u) := Mosc(L?)— lim Rs(u) = { R, fors =0, fors € [0,1].
s'—s
R fors=1,

Since R, and R are also convex, (1.55) is satisfied and Theorem 1.4.12 states that the relaxed bi-
level problem is given by

(Upper-level) Minimize Z(s) := Mi}g}f(_Ilw - uc||i2(95) over s € [0,1],
(Lower-level) K, := argmin ||u — u”||iz(95) + Rs(u).
uel?(Qs)

By the abstract theory of relaxation, this new problem admits an optimal parameter § € [0, 1] that
relates back to the minimizing parameter sequences of the original problem. The extended bi-level
scheme incorporates the full range of fractional exponents from 0 to 1, interpolating between the
Lebesgue space L?(Qs) and the Sobolev space W12(Q;). This makes it possible to tune the amount
of regularity exactly as the data requires.

1.4 Contributions of the thesis

In this section we give an overview of the articles that make up the chapters of the thesis. While
doing so, we present some of the main ideas behind the papers and highlight a selection of the most
important results. We start off with Chapter 2, which is concerned with the relaxation of linear
growth functionals depending on Riesz fractional gradients and corresponds with the published

paper:
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[189] H. Schonberger. Extending linear growth functionals to functions of bounded fractional
variation. Proceedings of the Royal Society of Edinburgh: Section A Mathematics, 154(1):304—
327, 2024. https://doi.org/10.1017/prm.2023.14.

The main objective of this paper is to extend the existence theory for minimizers of variational
problems involving the Riesz fractional gradient (cf. Theorem 1.2.3) to the linear growth case p = 1.
Explicitly, we consider the functional

Fs(u) = / f(x,D’u)dx forue H;’l(Q; R™), (1.38)
Rn

where Q C R" is a Lipschitz domain, g € H*!(R";R™), and f : R" x R™*" — R is a Carathéodory
integrand that satisfies the growth bound

|f(x,A)| < M|A| +a(x) forallx € R"and A € R™", (1.39)
with M > 0 and a € L'(R™) N L*(R™), and the coercivity bound
plAl = ¢ < f(x,A) forall x € R" and A € R™", (1.40)

with g, ¢ > 0. Since H*!(R";R™) is not reflexive, we cannot prove coercivity of F; with respect
to the weak topology. However, as for classical linear growth functionals, we may weaken the
topology to that of L'-convergence, and use that bounded sequences (u;); C Hgs’1 (Q; R™) converge
up to subsequence to a functionu € BV, (Q;R™) with respect to the L'-convergence; here, the space
of functions with bounded fractional variation is defined as

BVS(R";RW) = {u € LI(RH;Rm) - D%y € M(Rn;Ran)},

with BV;(Q; R™) = {u € BVS(R™;R™) : u=ga.e. in Q}, see [54,66,68] for more on these spaces.
Hence, we can prove using (1.40) and the improved Poincaré inequality in Proposition 2.3.6, that
the extended functional

Fw) = Jon f(x,D’u)dx forue Hgs’l(Q; R™),

00 for u € BV (;R™) \ Hy' (Q; R™),

is coercive with respect to the L!-convergence. However, it is not anymore lower semicontinuous
with respect to this weaker convergence, so we use the concept of relaxation (cf. Definition 1.1.5),
noting that we are in the setting of (A1), to recover the existence of minimizers; that is, we consider
the functional

Frel(y) = {liminf]—"s(uj) : (uj); C H;’I(Q;Rm), u;j — uin L'(R"; [Rm)}, (1.41)
J—)OO

for u € BV;(Q;R™). This relaxation will admit minimizers and minimizing sequences of F5 con-

verge up to subsequence to minimizers of ¢, see Theorem 1.1.7. The main result of the chapter
is an explicit representation of the relaxation without any convexity assumptions on the integrand
f. To phrase the result, we introduce the upper recession function

JtA
f#(x, A) = limsup f—(x ) ,
(x",A")—>(x,A) t

t—00
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and recall the formulas for the recession function in (1.15) and the quasiconvex envelope in Defi-
nition 1.1.19. Moreover, we denote for u € BV*(R"; R™) the decomposition

D*u = V’udx + Du,

where Vsu € L' (R"; R™*™") is the absolutely continuous part of D’u € M(R"; R™*") with respect
to the Lebesgue measure, and Dju € M(R"; R™ ") is the singular part. The main result is the
following, where we remark that in the paper the relaxation is taken with respect to the weak™-
convergence in BV (€;R™), which is equivalent to L'-convergence given the coercivity bound
(1.40).

Theorem 1.4.1 (Linear growth relaxation). Lets € (0,1) and assume f : R" X R™" — R isa
Carathéodory integrand that satisfies (1.39) and (1.40), and that
(%, tAY)

Fo(x,A) exists and (f3)*(x, A) = lim sup — for all (x,A) € Q x R™", (1.42)
A —>A

t—o0

with f9¢ the quasiconvex envelope of f with respect to its second argument. Then, the relaxation of F
in (1.38) given by (1.41) can be represented as

dDiu
" d|Diul

Frel(u) = / I (x, Vu) dx + /_ (fI)* (x )d|D:u|+ f(x, V¥u) dx, (1.43)
Q Q Q¢

foru € BV;(Q;R™).

Remark 1.4.2. a) In the case where f is already quasiconvex, the second condition in (1.42) is not
necessary and the relaxation simplifies to

dD?
}"srd(u):/ f(x,Vsu)dx+‘/fOO X, e d|Diu| foru € BV(Q;R™).
Rn a d|D3ul I

In general, the second condition in (1.42) should be seen as a continuity condition in the first ar-
gument of f9¢ at infinity. In fact, it can be replaced by the stronger continuity condition on f
itself

If(x,A) = f(1,A)] < o(lx —y|)(1+|A]) forallx,y € Qand A € R™",

where w : [0,00) — [0,00) is a continuous and increasing function with ©(0) = 0, see Re-
mark 2.5.1c).

b) In the case of the convex area-integrand f(x, A) = +/1+ |A|?> — 1 (adjusted for unbounded
domains) with m = 1, it holds that f*(x, A) = |A|, so the relaxation becomes

Frel(u) = / V1+|Vsul2 - 1dx + |DSul(Q)  for u € BV (Q).
The theorem provides the existence of minimizers for this extended fractional Plateau problem. A

Theorem 1.4.1 can be seen as an extension of the fractional relaxation result in Theorem 1.2.6
to the case p = 1, and, at the same time, as a fractional analogue of the classical linear growth
relaxation in Theorem 1.1.21. Moreover, since there is no convexity assumption on f, the effect of
quasiconvexification and the extension to BV are combined in the relaxation procedure. We note

that similarly to the case p € (1, ), the quasiconvexification occurs only in Q, which is due to the
strong convergence of fractional variations in the complement of €, see Lemma 2.3.5. In addition,
the reason why the singular part of the fractional variation is only integrated in Q is because of the
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fact that this singular part behaves in a local way, cf. Remark 2.3.4. Indeed, this makes it so that
Diu=Djg=0in QO forallu e BV;(Q; R™).

The proof of the relaxation result relies on an extension of the identities in (1.22) to functions in
BV?, see [68], which paves the way for comparing the fractional variation with the classical vari-
ation. This is essentially the reason for the appearance of quasiconvexity in the fractional setting.
To deal with the singular part of the fractional variation that appears through concentration effects
in L', we utilize the tool of generalized Young measures, which makes it possible to capture the
oscillation and concentration behavior of sequences of measures. Finally, in order to construct a
recovery sequence for the right hand side of (1.43), we carefully separate the quasiconvexification
process and the extension to BV* in order to produce different sequences for each. The construction
of the latter sequence hinges on a novel density result, which allows the approximation of functions
in BV; by sequences in Hgs’1 with respect to a suitable fractional notion of area-strict convergence.

Chapter 3 focuses on the models involving the finite-horizon fractional gradient in (1.25), and
is based on the article:

[72] J. Cueto, C. Kreisbeck and H. Schonberger. A variational theory for integral function-
als involving finite-horizon fractional gradients. Fractional Calculus and Applied Analysis,
26(5):2001-2056, 2023. https://doi.org/10.1007/s13540-023-00196-7.

This chapter revolves around establishing a comprehensive variational theory for integral func-
tionals of the type (1.27) involving the finite-horizon fractional gradient and subject to a Dirichlet
condition in the collar I'ys := Qs \ Q_s. The main conceptual idea that lies behind the results is
a translation mechanism similarly to (1.22), that makes it possible to compare the finite-horizon
fractional gradient with the classical gradient, and also with the Riesz fractional gradient.

To establish a connection between the finite-horizon and classical gradient, we consider an
analogue to the identities in (1.22); in fact, Bellido, Cueto & Mora-Corral had already shown in [31]
that the finite-horizon counterpart of the Riesz potential defined by

% ws(t)

tn+$

05 :R™\ {0} > R, Q3(x) = cnss /

x|
with ws the radial representation of ws, enjoys the property
Dso = D(Qy * @) forall ¢ € C*(R"). (1.44)

This mirrors the first identity in (1.22) and is actually more convenient since Qf is integrable as
opposed to the Riesz potential I;_;. In order to go the other way, we heuristically invert the convo-
lution with QF in Fourier space, and define the operator

_\V
i)
Qs
We prove that the convolution with Qf and the operator P§ can be extended in a bounded way to

the Sobolev spaces W' (R") and H*”®(R™) such that they constitute each other’s inverse. As a
consequence, there is a isomorphism between W' (R") and H>#%(R") and it holds that

50 =

Diu=D(Q5+u) and Do = DjPsu, (1.45)

for all u € H»(R") and v € WP (R") with p € [1, oo].
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Dv ve W' (R")

Dju uce H%PO(R™) Diu — D*u = (DR}) * u D’u ue H*?(R")

Figure 1.3: Illustration of the relations between classical, fractional, and finite-horizon fractional
gradients. T When I, _; * u is well-defined.

We also establish a connection between the finite-horizon fractional gradient and Riesz frac-
tional gradient. Indeed, if we define R§ = Qf — I;_s, then it can be shown that DR} € LY(R™;R™) N
C*(R™; R™). Moreover, in light of the first two identities in (1.22) and (1.45), it holds that

Dso = D¢ + (DR3) * ¢ forall p € C°(R"). (1.46)

We use this identity to prove that H%?(R") = H>%(R") with equivalent norms, after which the
identity in (1.46) can be extended to u € HSP(R") = H*P9(R"). A visual summary of all the
connections is given in Figure 1.3.

The full translation mechanism enables us to prove results regarding the variational problems
involving the finite-horizon fractional by relating it to known results in the classical case. There
are three main results in the chapter, of which the first is a complete characterization of the lower
semicontinuity of functionals as in (1.27).

Theorem 1.4.3 (Characterization of weak lower semicontinuity). Lets € (0,1), p € (1,00),
Q c R" be open and bounded with |0Q_s| = 0 and g € H*P°(Q; R™). Further, let f : Q x R™ X
R™*" — R be a Carathéodory function satisfying

—C(1+|z|P +]A|?) < f(x,2,A) < C(1+|z|? + |AlP)

forae x € Q and all (z, A) € R™ x R™" withC > 0 and q € [1, p). Then, F§ from (1.27) is sequen-

tially weakly lower semicontinuous on H;’p’(s(Q; R™) if and only if A — f(x,z, A) is quasiconvex for
aex € Q_sandallz e R™.

As in the classical and fractional case, the notion of quasiconvexity is again crucial in this set-
ting. In fact, the proofis also very reminiscent of the one of Theorem 1.2.1 except for using the new
translation mechanism of (1.45). In addition, quasiconvexity is not required in the collar Q \ Q_s,
because of the strong convergence of the nonlocal gradients there, cf. Lemma 3.2.12.

The second main result pushes the translation method one step further, and states that any I'-
convergence result that holds for a sequence of integral functionals involving classical derivatives
can be carried over to the setting of the finite-horizon gradients, see Theorem 3.5.1 for the precise
statement. As two specific examples, we show that we can obtain a homogenization result and
relaxation formula in the finite-horizon case.

The chapter finishes with a study of the dependence of the variational problems on the fractional
parameter s. To phrase the result, we introduce the functionals 7§ : LP(Qs;R™) — R for s €
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(0,1) as
DS dx foru € HP°(Q;R™),
P - [ s Dgudx - forue (@™ )
00 otherwise,
where f: Q X R™" — R is a Carathéodory integrand satisfying for y,C > 0
plAIP = C < f(x,A) < C(1+ |A|P) fora.e. x € Q and all A € R™",
Additionally, we define ]-'g, F 51 1 LP(Qs5;R™) > R, as
, DY dx foru e LP(Qs;R™) withu =0 a.e. in Qs \ Q_s,
Fg(u) _ /Qf(x su(x))dx foru (Qs ) with u ae. in Qs \ Q_s (1.48)
00 otherwise,
and
x,Du(x))dx foru e WH(Qs;R™) withu =0 ae. in Qs \ Q_s,
P < | L o) (2 R™) w N

00 otherwise.

We note that the zero order gradient Dg is defined by simply plugging in s = 0 in the definition,
and it can be extended to a bounded operator on L? for p € (1, 00). The next result establishes the
continuous dependence on the fractional parameter s in the framework of I'-convergence, where
we assume that Q_ is a Lipschitz domain and p € (1, 00).

Theorem 1.4.4 (T-limits for s; — s € [0,1]). Let F; be as in (1.47), (1.48) and (1.49) fors € [0,1]
and suppose that f(x, -) is quasiconvex for a.e.x € Q_s. If (s;); C [0, 1] satisfiess; — s € [0, 1], then
(Fs;.8)j [-converges to F5 with respect to the weak and strong topology in LP (Qs; R™), that is,

D(LF)- lim Fyy 5 = F} = T(wLf)- lim Fi 5.

Moreover, (Fs, 5); is equi-coercive with respect to the strong topology in L (Qs; R™) ifinfs; > 0 and
the weak topology in LP (Qs; R™) otherwise.

Given the I'-convergence and equi-coercivity of Theorem 1.4.4, it follows that the minimizers of
Fs,,s converge up to subsequence to minimizers of 773, see Theorem 1.1.11. Beyond the translation
mechanism and localization of the nonlocal gradient Dy — D as s T 1, the proof of Theorem 1.4.4
relies crucially on an improved version of the Poincaré inequality in (1.28) where the constant C > 0
does not depend on s € [0,1). To establish it, we derive technical estimates on the Fourier trans-
form of Q5 uniformly in s in order to apply the Mihlin-Hérmander multiplier theorem.

We continue the study of the finite-horizon fractional gradients in Chapter 4 and it is based on
the preprint:

[141] C.Kreisbeck and H. Schonberger. Non-constant functions with zero nonlocal gradients and
their role in nonlocal Neumann-type problems. Preprint arXiv:2402.11308, 2024.

The paper is concerned with a natural question, that turns out to have a surprising answer with
applications to Neumann-type problems involving the finite-horizon fractional gradients. Namely,
we consider whether the property that for v € WP (Q)

Vo=0ae. onQ ifandonlyif v isconstanta.e.on Q,
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carries over when the gradient is replaced by a nonlocal gradient. In the case 2 = R" and with the
Riesz fractional gradient or finite-horizon fractional gradient, this is true since the Fourier symbols
of D® and Dj are positive on R" \ {0}; in particular, this also holds for the complementary-value

spaces Hg’p ’5(Q), as its elements can be extended to R" as zero. However, when one considers
H*P%(Q) on a bounded domain Q (cf. (1.26)), the situation changes completely. Precisely, we con-
sider the subset of H%?%(Q) given by

N*P9(Q) = {h e H*"°(Q) : Dih=0ae.in Q},

and show that it constitutes an infinite-dimensional vector space (Proposition 4.3.3), and hence,
contains more than just constant functions. Since any u € H*?%(Q) is defined on Qs and D3u on
the smaller set Q, one might think that Dju = 0 on Q at least implies that u is constant on Q or

Q_s. Even this is not true, since for any subset of Q, there is a h € N%?9(Q) that is non-constant
on this subset (Proposition 4.3.1).

These results motivate the further study of the set N7%(Q) and its applications, which is taken
up in Chapter 4. The first is a characterization of the space N%7%(Q) in terms of the values in the
single collar Ty := Qs \ Q and a mean-value condition. It is based on the observation that all
h € N5P9(Q) satisfy

Qs*h=caeinQ and h=gae. inT;s (1.50)

for some ¢ € R and g € L?(T) in light of (1.45). Utilizing the translation mechanism from the previ-
ous chapter, we can reformulate the convolution equation (1.50) into a Dirichlet problem involving
Ps. This reformulation enables us to exploit the recent existence, uniqueness and regularity theory
for pseudo-differential equations by Abels and Grubb [2, 125], given that P; fits into their setting
as a perturbation of the fractional Laplacian. This leads to the following main result of the paper,
characterizing the set N>79(Q).

Theorem 1.4.5 (Characterization of N>?%(Q)). Let Q c R" be a bounded C'-domain, then,
the following holds:

(i) Ifp € (1, %), then foreachc € R andg € LP(Ts), there exists a unique solution h € NP0 (Q)

> 1-s

to (1.50). In particular, the following map is bijective
5 NP9 (Q) - RXLP(T5) h— (‘/Q Qs * hdx, h|r5) .

(ii) If p € [%, ), then for each c € R and g € LP(Ts), there exists at most one solution

1-s’
h € NP9(Q) to (1.50). In particular, the map @5 is only injective.

The result shows that the set N9 (Q) is isomorphic to R X L? (Ts) when p € (1, IZTS), whereas
for all p € (1,00), a function h € N*P9(Q) is uniquely determined by its values in Is and the
quantity fQ Q5 * hdx. The reason for the dichotomy between the values of p below and above the
critical value % is due to the regularity of solutions of pseudo-differential Dirichlet problems.
Indeed, these solutions decay towards the boundary with a rate that does not depend on p, and
hence, their global regularity is limited to a certain range of Bessel potential spaces. This actually
shows that @ will not be surjective, when p € [%, o) (Remark 4.3.13). Numerical approximations
also indicate that the functions in N9 (Q) generally display singularities across the boundary 9,
which means that they do not lie in L?(Q;) for large p, see Figure 1.4.

Beyond the abstract interest of N7%(Q), it turns out that this set plays an important role for
the properties of the Sobolev spaces H*?°(Q). Indeed, the translation mechanism from Chap-
ter 3 can be adapted to bounded domains after taking the quotient with N59(Q), i.e., there is
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Figure 1.4: A numerical approximation of the unique solutions to (1.50) with ¢ = 0 and g(x) = —1

and g(x) = x for x € Ty, respectively. The parameters for the computation are n = 1, Q = (-3, 3),
s = % 6 =1and ws € C7(—1,1) is a bump function equal to 1 on (—%, %).

an isomorphism between H>??(Q)/N*P9(Q) and WP (Q)/C with C the set of constant functions
on Q. Furthermore, it is possible to obtain extension operators, Poincaré inequalities and com-
pact embeddings after suitably removing functions in N*%(Q). In this way, we are able to carry
over the results from the complementary-value spaces to the spaces H*%(Q) without boundary
conditions. Furthermore, the set N%?%(Q), which formally corresponds to the solution set of the
inclusion problem Dju € {0} a.e. in Q, enables an elegant presentation of the solution theory for
more general differential inclusion problems involving the gradient D5,

The main application of the new tools on the spaces H%??(Q) is an analysis of variational
problems involving the finite-horizon nonlocal gradient with Neumann-type boundary conditions.
We consider the weakly closed subset of H>?%(Q; R™)

NSPO(Q; R™)* o= {u € HPO(Q;R™) : |lullre(qpmm) = min  |lu- h||L,,(Q&Rm)},
heNsP.S (Q;R™)

which, when p = 2, agrees with the L2—orthog0nal complement of N $:2.0 (Q; R™). This set plays the
role of the functions with zero mean-value for the variational formulation of the classical Neumann
problem. We obtain the following existence result.

Theorem 1.4.6 (Existence for Neumann-type problem). Letp € (1,00), Q C R” be a bounded
Lipschitz domain, F € LP' (Qs; R™), and f : Q x R™" — R, a Carathéodory integrand such that

f(x,A) > ulA|P —C forae x € Q andall A € R™".
Ifv - fQ f(x, Do) dx is weakly lower semicontinuous on WP (Q; R™), then there exists a minimizer
of
u) = x, Diu) dx — ~udx overallu € N>P°(Q; .
Fi(u) (x,D5u)d F-ud llu e N5PO(Q;R™)*
Q Qs

The proof relies on the new Poincaré inequality on N57%(Q;R™)L and uses the translation
mechanism to exploit the weak lower semicontinuity of the classical integral functional v +—
fQ f(x, Dv) dx. The result is therefore valid for quasiconvex integrands with p-growth from above
or polyconvex integrands without an upper bound, see Theorem 1.1.14 and Remark 1.1.15.
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If the functional F; ; is invariant under translation in N S’1”’5(9; R™), that is, F satisfies the non-
local compatibility condition

/ F-hdx=0 forallhe N*P%(Q;R™),
Qs

then any minimizer u of F§ over the set N5P2(Q;R™)L is also a minimizer over the full space

HP9(Q; R™). Under this assumption, and if f satisfies the conditions of Proposition 1.1.17, then
the minimizer weakly satisfies

—divy[Daf(x,Dju)] = F inQ_s, (1.51)
Ni[Daf(x.Dw)] =F  inl.s, |
with NV 5 = = divi(1g ) the nonlocal Neumann operator associated to Dj; here, 1q is the indi-

cator function of Q. The Neumann operator already appeared in [26] for a concise formulation
of nonlocal Green’s identities related to Dg. As s T 1, we expect the nonlocal Neumann operator
N to localize on the boundary. This is made rigorous via a I'-limit (Theorem 4.6.4), which shows

that if the classical compatibility condition holds _[Q Fdx =0, the minimizers of 7§ converge up to
subsequence in L?(Q;R™) to a minimizer of

uH/f(x,Du)dx—/F-udx over all u € WP (Q; R™).
Q Q

Since this functional is invariant under translation by constants, Remark 1.1.18 b) shows that its
minimizers weakly satisfy

—div[Daf(x,Du)] =F inQ,
Daf(x,Du) -v=0 on 9Q,

with v an outward unit normal to 9Q. This establishes the consistency of the new nonlocal Neumann-
type problem in (1.51) with its classical counterpart.

With the successful treatment of finite-horizon fractional gradients, a natural next step is to
investigate nonlocal gradients with more general kernels, which is addressed in Chapter 5:

[36] J.C.Bellido, C. Mora-Corral and H. Schonberger. Nonlocal gradients: Fundamental theorem
of calculus, Poincaré inequalities and embeddings. Preprint arXiv:2402.16487, 2024.

We consider the gradient D, as in (1.31) for a non-negative radial kernel p : R" \ {0} — [0, o)
that satisfies (1.32). Such gradients have been considered before (cf. [16, 92,93, 102, 156, 161]), but
we present the first extension of the functional analytic tools that hold for D* and D5 to the more
general setting involving D,,. Precisely, we introduce for p € [1, o]

HPP(R") == {u € LP(R") : Dyu € LP(R;R™)},

where the weak nonlocal gradient is defined via integration by parts. Moreover, for Q c R” open,
the complementary-value space is defined as

HPP(Q) = {u e HP’(R") : u=0ae.in Q}.

Without additional assumptions on p, we prove nonlocal Leibniz rules, density results and the
equivalence between spaces associated to kernels with the same behavior around the origin; in
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particular, we can often work, without loss of generality, with compactly supported kernels p.
Moreover, using the locally integrable function

0, :R"\ {0} > R Qp<x)::/ Py,

||

where p is the radial representation of p, an analogue to the translation method in (1.44) is proven,
that is,

D,p =D(Q, *¢) =Q, D¢ forall p € C;°(R"). (1.52)

Beyond the connection that (1.52) provides with the classical gradient, it can be used to deduce
properties of D, by studying the Fourier transform of Q,. Indeed, we can prove estimates on Q,
and its derivatives, under the following assumptions on p:

(H1) The function f, : (0,00) — [0,00), t t""%p(t) is decreasing, and there is a v > 0 such
that t"f,(t) is decreasing on (0, ¢);

(H2) the function f, is smooth on (0, ) and for ¢ € (0, ¢)

Jo(r)
k

r

for k € N.

k
j7fp(r>’ <

This enables us to prove the first main result regarding Poincaré inequalities and compact embed-
dings for the spaces H{;’p(Q).

Theorem 1.4.7 (Poincaré inequality and compact embedding). Let Q C R”" be open and
bounded, p € (1,0), and p have compact support and satisfy (H1) and, if p # 2, also (H2). Then, the
following holds:

(i) Ifliminf, | t" 'p(t) > 0, there is a C > 0 such that

||u||Lp(Q) < C”Dpu”Lp(Rn;Rn) fOT" allu e H(l))p(Q)

(ii) Iflim, o t" 'p(t) = oo, then H{;’p(Q) is compactly embedded into LP (R").

The proof relies on the Fourier bounds of Qp in order to invert D, and show that this is a
bounded or compact operation, respectively. For p = 2, this can be achieved with Parseval’s identity,
whereas the general case uses the Mihlin-Hérmander multiplier theorem and requires the bounds
on the derivatives of Qp that follow from (H2). The conditions in (i) and (ii) state that p needs to
have a singularity that is as strong or stronger than the one from the zero order fractional gradient.
This is quite natural, and we show in Proposition 5.7.5 that these conditions are also essentially
optimal to obtain Poincaré inequalities and compact embeddings, respectively.

The inversion of D, can be strengthened in the form of a fundamental theorem of calculus.
For this, we need the additional assumption that p is in between two fractional kernels of orders
0<o<sy<tl

(H3) The function r — r™*9~15(r) is almost decreasing on (0, ¢);

(H4) the function r — r"™¥~15(¢) is almost increasing on (0, ¢).

This allows us to prove the second main result, which generalizes the fundamental theorem of
calculus for finite-horizon fractional gradients in (1.29).
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Theorem 1.4.8 (Fundamental theorem of calculus). Let p satisfy (H1)-(H4) and have compact
support. Then, there exists a vector-radial functionV,, € Llloc(lR”; R™) N C®(R"™\ {0}; R™) such that

p(x) = / Dyp(y) - Vpo(x —y)dy forallx € R" and ¢ € CZ(R").
Rn

Moreover, there exists a C > 0 such that

C
[V, ()] + |x[|VV, (x)| < m for all x € B.(0) \ {0}.
We give here a few examples of kernels that fit into the framework. The first example corre-
sponds with the finite-horizon fractional gradient, but allows for a more general class of cut-off
functions.

Example 1.4.9. In the following, w € C;°(R") is a non-negative radial function with w(0) > 0.
a) If s € (0,1) and w/| - |'** is radially decreasing, then

()
PO = e

x € R\ {0},

satisfies the assumptions (H1)-(H4) with o = y = s. In fact, it holds that H”?(R") = H®P(R") with
equivalent norms.

b) Let s € (0,1), k € {—1,1} and assume that supp(w) C B;(0) with wlog(1/|-|)*/|-[***
radially decreasing. Then,

w(x) log(1/]x[)*

|x|n+s—1

p(x) = x € R™\ {0},
satisfies the assumptions (H1)-(H4) for 0 = s and any y € (s,1) if «x = 1, or for y = s and any
o€ (0,s)ifx =—-1.

¢) Given a smooth function s : [0, 00) — (0,1) such that w/| - |"**(*D is radially decreasing, the

kernel
w(x)

|x|n+s(|x|)—1

p(x) = x € R"\ {0},

satisfies (H1)-(H4) with o = min(o,} s and y = max|o] s for any £ > 0.

The fundamental theorem of calculus and the bounds on V), around the origin make it possible
to prove sharp embeddings of the spaces H) ?(Q) into Orlicz spaces and spaces with prescribed
modulus of continuity, see e.g., [180] for more details on Orlicz spaces. These embeddings gener-
alize and refine the fractional Sobolev and Morrey inequalities that hold for D* [193] and D5 [30],
and are not restricted to the scale of Lebesgue or Holder spaces. With p as in Example 1.4.9 a), we
recover the embedding into LY(R") with g = np/(n — sp) when sp < n, and the embedding into
COs~m/P(R™) if sp > n. Moreover, with a logarithmic kernel as in Example 1.4.9b) with x = 1,
we find for sp < n an embedding into the Orlicz space with a Young function that behaves like
t?1og(t)? for large t with g = np/(n — sp), whereas for sp > n, the functions in Hop’p(Q) have a
modulus of continuity given by w(t) = 5P /log(1/t) for small ¢.

We build upon these results in Chapter 6 by considering the varying horizon limits of general
nonlocal gradients, and the chapter agrees with the preprint:

[73] J. Cueto, C. Kreisbeck and H. Schonberger. T'-convergence involving nonlocal gradients
with varying horizon: Recovery of local and fractional models. Preprint arXiv:2404.18509,
2024.
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Precisely, we consider a kernel p = p; as in the previous chapter that satisfies (H1)-(H4) and is
normalized to

supp p = B1(0) and /n pdx = n.

This kernel induces a nonlocal gradient with horizon equal to 1, and we scale it for § > 0 to obtain
kernels

po(x) =cop(3) xeR™\ {0},

where (cs)s C (0,00) is a suitable sequence of scaling constants; the kernels ps define nonlocal
gradients with horizon equal to §. We are interested in the asymptotic behavior of these gradients
and their associated energy functionals as § — 0 and § — oo in the setting of I'-convergence. For
d — 0, we show the convergence to local models, while for § — oo, we surprisingly only recover
models based on the Riesz fractional gradient.

The functionals Fy : L?(R"; R™) — R, that we consider are of the form

f(x,Dpsu)dx foru e H(f’p’(s(Q; R™),
Fs(u) =1Jas

00 else,

with p € (1,00), Q c R" a bounded Lipschitz domain, H(‘;”p’(S(Q;IRm) = H(')D‘S’p(Q; R™), and f :
R" x R™" — R a Carathéodory integrand that satisfies

plAl? < f(x,A) < C(a(x) +|A|P) forae x € R" and all A € R™",

with C,p > 0 and a € L'(R™). Moreover, to obtain weak lower semicontinuity, we assume that
A - f(x,A) is quasiconvex for a.e. x € Q. Combining the Poincaré inequality from Theorem 1.4.7
with the translation mechanism in (1.52), we find using similar methods as in Chapter 3 that Fs
admit a minimizer for any § > 0. This shows the well-posedness of these models involving finite-
horizon nonlocal gradients, which fit into the theory of state-based peridynamics, cf. Section 1.3.1.

For the asymptotics of the vanishing horizon limit, we consider the scaling regime cs := 67",
which preserves the normalization /[R" psdx = n, and prove that the nonlocal gradient D, con-
verges to the classical gradient as & — 0. In fact, for smooth function the optimal convergence rate
of 6% is identified. Moreover, using that

Qps(£) = 0,(88)  for & € R,

we are able to use the bounds on Qp from Chapter 5 to prove compactness results for D,,; that hold
uniformly in § € (0, 1]. This is needed to prove the equi-coercivity of the functionals (Fs)s and
leads to the following result.

Theorem 1.4.10 (Localization via vanishing horizon). Letcs := §7" for § € (0,1], then the
functionals (Fs)s I'-converge as § — 0 with respect to the strong LP (R"; R™)-topology to the func-
tional F : LP(R™;R™) — R given by
x,Du)dx foru e wkh? Q;R™),
g2 | [ f D0 foru e W (@smm)
o

else,

where the functions in WOLP(Q; R™) are extended to R™ as zero. Moreover, the family (Fs)s is equi-
coercive.
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The previous result is in the setting of (A1), so from Theorem 1.1.11 we deduce that the mini-
mizers of Fs converge up to subsequence in L? (R"; R™) as § — 0 to a minimizer of F. This result
establishes that the state-based peridynamic models involving nonlocal gradients are compatible
with the local models involving quasiconvex integrands through a vanishing horizon limit. This is
not the case for the related case of bond-based peridynamics, cf. Section 1.3.1.

For the limit § — oo, we consider the scaling cs := p(1/8)~! for § € (1/¢, o) and, additionally,
assume that the pointwise limit

peo(x) = lim ps(x) = lim B(1/8) " p(x/9),

exists for x € R" \ {0}. We note that this scaling leads to pe(x) = 1 for |x| = 1, which is up
to a constant the only relevant scaling. It turns out that whenever the limit exists, p., must be
a fractional kernel, ie., poo = | - |"**7! for so € (0, 1), irrespective of whether p behaves like
a fractional kernel at the origin. This is because the kernel p., picks up multiplicativity through
the isotropic scaling process, and, hence, must be a power function. For illustration, the choices
p from Example 1.4.9 a) and b) recover s, = s, while c) leads to the fractional kernel of order
Seo = $(0). Similarly to the vanishing horizon case, our analysis includes a convergence result for
D, to the fractional gradient D*~ (where the normalizing constant ¢, is omitted for a cleaner
presentation), and a compactness result uniformly in §. These are used to obtain the following
I'-convergence statement.

Theorem 1.4.11 (T-convergence for diverging horizon). Letcs := p(1/8)~! for § € (1/¢, ),
then the functionals (Fs)s I'-converge as § — oo with respect to the strong LP (R"™; R™)-topology to
the functional F*~ : LP(R™";R™) — R given by
/ f(x,D**u)dx forue Hg""’p(Q; R™),

Rn

) else.

Fo=(u) =

Moreover, the family (Fs)s is equi-coercive.

Theorem 1.1.11 shows that the minimizers of Fs5 converge in L?(R";R™) as § — oo up to
subsequence to a minimizer of 7. In particular, with the choice of p from Example 1.4.9 a), we find
that the models based on the finite-horizon fractional gradient D} bridge the local and fractional
models as the horizon § moves between 0 and co. This complements the localization results in
Chapter 3 and 4 for D§ when the fractional parameter s tends to 1.

Applications of nonlocal functionals in the context of image processing is the topic of the final
chapter, which is based on the article

[82] E. Davoli, R. Ferreira, C. Kreisbeck and H. Schonberger. Structural changes in nonlocal
denoising models arising through bi-level parameter learning. Applied Mathematics and
Optimization, 88(1):Paper No. 9, 2023. https://doi.org/10.1007/s00245-023-09982-4.

Precisely, we focus on establishing an abstract theory around the bi-level problems in (1.37) where
the parameter set A need not be compact. As mentioned in Section 1.3.2, we are interested in the
extension of the functional Z to the closure A via relaxation, that is

7(2) = inf { liminf Z(A) : (A © A& — Ain K} for A € A,

which is the most natural extension from the point of view of minimization; indeed, since we are in
the setting (A1) of a first countable topological space A C X, the functional Z*! enjoys the properties
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in Theorem 1.1.7 if A is compact. In order for the relaxation to be practically useful, we determine
an explicit characterization of it and show that it actually arises as the upper-level functional of a
different bi-level problem.

As preparations, we assume the generic condition that the functionals R are weakly lower
semicontinuous on L?(Q) and that R, # oo forall A € A. Moreover, to define the extended problem
we assume that the following Mosco-limits exist

Ry = Mosc(Lz)—Al,im/1 Ry, (1.53)

for each A € A with A’ taking values on sequences in A; we recall that a L>-Mosco-limit is equivalent
to a ['-limit with respect to both the strong and weak topology in L?. We want to highlight that the
regularizers R, for A € A\ A may have a completely different structure than the original family
{R}; for A € A on the other hand, we have R, =R by taking a constant sequence A’ = A and
recalling (1.4).

We are now in the position to introduce the extended upper-level functional Z : A — [0, )
defined via the bi-level problem

(Upper-level) Minimize Z(}) := inf ||lw - uc||iz(Q) over A € A,

weK
_ _ (1.54)
(Lower-level) K) := argmin 7 (u),
uel?(Q)
where 7, == ||- — u”lliz(g) + R;. Note also that Z = 7 on A given the fact that 7, = J for A € A.
Under the additional assumption that
K)isa singleton for every A € A\ A (1.55)

we have the following result.

Theorem 1.4.12. Suppose that (1.53) and (1.55) are satisfied. Then, the upper—leve_lfunctionalf of
the extended bi-level problem (1.54) agrees with the relaxation of T in (1.37), that is, T = Z"'.

Remark 1.4.13. a) The result can be generalized to the more realistic setting of data sets with
multiple clean and noisy images, see Theorem 7.2.5 for details; the statement and assumptions
remain almost identical, though.

b) Both conditions (1.53) and (1.55) are optimal in a sense, since removing either one of them
allows for counterexamples to Theorem 1.4.12, cf. Example 7.2.7. A

We illustrate the versatility of Theorem 1.4.12 by considering the extension of four qualitatively
different examples of families of regularizers that are relevant for applications: learning the optimal
weight, varying the amount of nonlocality, optimizing the integrability exponent, and tuning the
fractional parameter. In each of these cases, the parameter domains are one-dimensional non-closed
intervals A C [—o0, 0], and we determine the relaxation of the bi-level problem by identifying the
Mosco-limits from (1.53) in the closure A. The obtained Mosco-limits immediately reveal the type
of structural changes that occurs at the boundary of the parameter range. Examples include the
vanishing of regularizers, the transition from integral to supremal functionals, and the localization
of nonlocal regularizers; in fact, this last effect also appears in the family of regularizers depending
on finite-horizon fractional discussed in Section 1.3.2. Once the relaxation is characterized, we
investigate for what types of data sets the optimal parameter is attained at the boundary or in the
interior of A; in case it is attained in the interior, then the parameter is also optimal for the original
bi-level problem, yielding structure preservation of the regularizers.
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Chapter 2

Extending linear growth functionals
to functions of bounded fractional
variation

This chapter corresponds to the published article

[189] H. Schonberger. Extending linear growth functionals to functions of bounded fractional
variation. Proceedings of the Royal Society of Edinburgh: Section A Mathematics, 154(1):304-
327, 2024. https://doi.org/10.1017/prm.2023.14.

We note that in this chapter, the fractional exponent is denoted by «, the gradients by V, and the
fractional Sobolev spaces by S*?. The fractional variation and its singular part are indicated by D*
and DY, respectively.

2.1 Introduction

Motivated from both the practical and theoretical point of view, the study of nonlocal aspects in
the calculus of variations has received widespread attention in the literature recently. From appli-
cations in peridynamics [158,196], imaging processing [14,21,117] and machine learning [13,134],
to the abstract study of lower semicontinuity [34,139,140,174] and localization [8,29,35] of various
nonlocal functionals. Especially the introduction of the so-called Riesz fractional gradient by Shieh
& Spector [193,194], which for ¢ € C.°(R") and « € (0, 1) is defined as

Ve (x) = ﬂna/ o) ~olx) y—x dy forx e R",
> n+a
re |y —x|™ |y — x|

has seen a dramatic rise in interest and has opened up the possibility to study new types of fractional
problems. We refer to just a few of the recent works [28,31,92,93,140]. The Riesz fractional gradient
provides an alternative to the more well-known fractional Laplacian and shares many similarities
with the classical gradient. In fact, it is the unique translationally and rotationally invariant a-
homogeneous operator [208], which makes it a canonical choice for a fractional gradient.

The definition of the fractional gradient can be extended in a distributional way to define the
naturally associated fractional Sobolev spaces

S®P(RPR™) = {u € LP(R™;R™) : V¥ e LP(R"; R™*™)), (2.1)

with a € (0,1) and p € [1, 0o], see [54,66,68,140] for more details. With these new spaces came an
inherent class of variational problems to study, that is, integral functionals depending on the Riesz
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fractional gradient. Precisely, with Q ¢ R” open and bounded, p € (1, ) and g € S*?(R";R™),
one defines the functions subjected to a typical complementary-value condition

5§’p(Q; R™) = {u € S*’(R";R™) : u=ga.e. in QY},

and aims to minimize the functional
Sg’P(Q; R™ > um / f(x, V¥(x)) dx; (2.2)
Rn

here f : R" x R™" — R is a Carathéodory integrand with suitable p-growth and coercivity
bounds.

The weak lower semicontinuity and existence of minimizers of these functionals was initially
shown in the scalar setting in [193,194] under the condition of convexity in the second argument of
f and later extended to the vectorial case under polyconvexity in [28]. More recently, in [140] the
weak lower semicontinuity of the functional in (2.2) was fully characterized in terms of the notion
a-quasiconvexity, which is a condition on a function h : R™*" — R that requires that

h(A) < / h(A+V%(y))dy forall A€ R™" and ¢ € Cp,((0, 1) R™),
(0,1)"

see [140, Definition 4.6]. The proof of this result relied on a method to translate fractional gradients
into classical gradients and back by using the identities

Ve =VI_op and Vo=V*-A)7¢ forpeC (R, (2.3)

and actually revealed that the notion of a-quasiconvexity is independent of a € (0, 1) and equiv-
alent to Morrey’s well-known quasiconvexity [165]. Therefore, the weak lower semicontinuity of
the functionals in (2.2) can be characterized in the same way as the classical integral functionals in
the calculus of variations.

Inspired by the rich history on classical linear growth problems, cf. [10,79,113,120,144,181,183],
we build upon the above results and exploit the distributional character of the fractional Sobolev
spaces to consider the first class of fractional linear growth functionals in the literature. This class
constitutes the natural extension of (2.2) to p = 1, namely, functionals of the form

Fo(u) = ./[R" f(x,V¥u(x))dx forue S;”l(Q; R™), (2.4)

with f : R" x R™" — R a linear growth Carathéodory integrand and g € S*!(R"; R™).

The immediate difficulty in the minimization of the above functional is the non-reflexivity of
Sy 1 (Q; R™), which prevents the direct method from being used with respect to the weak conver-
gence in S*!(R™;R™). Therefore, taking up a similar approach as in the classical case, one can
suitably extend the functional F, to a larger space of bounded fractional variation, in which com-
pactness holds with respect to the weak™ convergence.

These spaces of bounded fractional variation and their properties have already been thoroughly
studied by Comi & Stefani and coauthors in [54,66,68] and can be understood as

BV*(R™;R™) = {u € LY(R™";R™) : D% € M(R";R™")},

with D%u the so-called fractional variation measure of u defined in a distributional sense. We also
use the notation
D% = V%dx + Du,
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where V¥u € L'(R™; R™ ") is the absolutely continuous part of D%u with respect to the Lebesgue
measure and Dfu € M(R"; R™*") is the singular part. This new class of bounded variation spaces
possesses interesting similarities and differences with the classical BV-spaces and has sparked a
lot of further investigations. Aspects such as the description of precise representatives [65], Leib-
niz rules [67], and the failure of a local chain rule [69] have been considered. Very recently, the
fractional total variation has been used in the context of image processing providing a nonlocal
alternative to the total variation regularization [14].
For the sake of finding an extension of F,, we introduce the complementary-value space

BV (;R™) = {u € BV¥(R";R™) : u=gae. in Q%

bounded sequences in Sg’l (©; R™) will converge up to subsequence to an element of BV (€; R™)
with respect to the weak* convergence (see Section 2.3). Therefore, with an eye towards minimiza-
tion, the natural extension of F, to BVg“(Q; R™) is the relaxation defined by

Frl(u) = inf {lir_n inf Fo(uj) : (uj); C S;“(Q; R™), u; S uin BV (Q; Rm)} (2.5)
j—oo

for u € BV;*(Q; R™). The useful features of the functional .F;;el are that it admits a minimizer under
suitable coercivity conditions and that minimizing sequences of F, converge up to subsequence to
minimizers of Fr¢.

To benefit from these attributes, it is key to find an explicit representation of the relaxed func-
tional. For this, one must, in particular, account for the concentration effects that fractional gradi-
ents of sequences in Sg’l (Q; R™) can exhibit and how they relate to the singular part of the limiting
fractional variation measure. The well-known concept of the (strong) recession function (cf. [144]),
which describes the way an integrand f behaves at infinity, is capable of this and is defined as

_ F(x, tA)
“(x,A) = 1 IS beirs
f (x ) (x’,A’)lr—r>l(x,A) t

—00

for x € R" and A € R™*", (2.6)

whenever it exists. We also recall the upper recession function f*, which is always well-defined,
by replacing the limit in (2.6) with a limit superior. In addition, throughout the paper we use the
following growth and coercivity bounds

|f(x,A)| < M|A| +a(x) forallx € R" and A € R™", (G)
with M > 0 and a € LY(R") N L*(R") and
plAl —c < f(x,A) forallx € R"and A € R™", ©)

with g, ¢ > 0. Note that the growth bound ensures that f has linear growth and F, is well-defined
and finite. We now state the following representation result for the relaxation of 7, which is the
main result of the paper.

Theorem 2.1.1. Leta € (0,1), Q C R" be a bounded Lipschitz domain and g € S*!(R";R™).
Assume f : R" x R™" — R is a Carathéodory integrand that satisfies (G) and (C), and that
9 (x, tA’ —
£ (x, A) exists and (f2)*(x, A) = lim sup J# for all (x, A) € Q x R™", (2.7)
A —A

t—o00
with f9¢ the quasiconvex envelope of f with respect to its second argument. Then, the relaxation of F,
in (2.4) given by (2.5) can be represented as

dD%u

rel _ c a c\# o a
Fy(u) —‘/qu (x, V) dx+‘/§(fq) (x, d|D§‘u|) d|Dsu|+/ch(x,V u) dx, (2.8)
foru € BV (Q;R™).
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This theorem provides a fractional analogue to the relaxation result in the classical BV -setting
[17,145] and an extension of the p-growth fractional relaxation in [140, Theorem 1.2]. The reason
that the quasiconvex envelope arises in the relaxation is related to the fact that quasiconvexity is
the correct characterizing notion for lower semicontinuity similarly as in the p-growth case from
[140]. However, the integrand remains unchanged for x € Q€, since fractional gradients of weak*
convergent sequences in BV;*(Q;R™) converge strongly in sets with a positive distance from Q
(Lemma 2.3.5). Furthermore, the second integral relating to the singular part of the fractional vari-
ation is only integrated over Q, because for u € BV (€Q;R™) the measure D{'u is supported on

Q. This follows since the singular part of the fractional variation actually behaves locally, cf. Re-
mark 2.3.4, implying that Dfu = D&g = 0 outside of Q. A sufficient condition for (2.7) only in terms
of f is given in Remark 2.5.1c).

The proof of the lower bound of the relaxation result hinges on a characterization of the weak”
lower semicontinuity of functionals of the form

dDZu

" d|D%ul

Falu) = f(x, Vi) dx + ‘/_f‘x’ (x ) d|Dju| foru € BV (Q;R™), (2.9)
R" Q

see Theorem 2.4.1. It states that the lower semicontinuity is equivalent to f(x, -) being quasiconvex
for a.e. x € Q and is proven by using an analogue of the identities in (2.3) for functions of bounded
variation as established in [68]. In addition, we make substantial use of the theory of generalized
Young measures developed in [7,97, 144] for linear growth problems, which allow one to capture
the oscillation and concentration effects of sequences of measures. A technical issue arises from the
fact that we only assume that f* exists for x € Q, requiring some care to account for the possible
mass that comes from outside Q and concentrates on the boundary 9Q.

The construction of a recovery sequence for the upper bound is carried out in two steps. We
first find for u € BV;‘(Q; R™) a sequence (u;); C Sg’l(Q; R™) that converges to u in a strong
enough sense so that the values of the functional along the sequence converge. The natural no-
tion, which has been utilized in the classical case [145], is that of area-strict convergence (Defi-
nition 2.3.7). To exploit the properties of area-strict convergence, we prove that Sg’l(Q; R™) (and
even g+C.°(Q;R™)) is dense in the larger space BV*(€2; R™) with respect to this convergence, see
Theorem 2.3.9. The second step can then restrict to smooth functions to recover the quasiconvex-
ification of the integrand and relies on adaptations of the argument in [140, Theorem 1.2] and the
identities in (2.3).

Finally, we complement the relaxation and lower semicontinuity result with corresponding
statements about the existence of minimizers under the coercivity condition (C), see Corollary 2.4.2
and Remark 2.5.1 a). This actually requires an improved version of the fractional Poincaré inequality
(Proposition 2.3.6) that only involves the fractional variation over a bounded domain. In particular,
the area-integrand f(A) = 4/1+ |A|?> — 1 in Example 2.4.3 is an admissible candidate, providing a
fractional analogue to the famous Plateau problem [118].

An interesting open problem for further study is the relaxation of 7, when the integrand admits
additional dependence on the values of u. Indeed, in the introduction of [65] it is mentioned for
u € BV*(R™ R™) that D*u can be non-zero on sets of Hausdorff dimension n — 1, just as the
classical variation, while the precise representative of u is only defined for H"~**¢-a.e. x € R" for
any ¢ > 0. This discrepancy between n — 1 and n — « is not present in the classical case and makes
it hard to deal with the singular part of the relaxation.

The structure of the text is as follows. In Section 2.2 we present the notation and necessary pre-
liminaries such as generalized Young measure theory and fractional calculus. Section 2.3 revolves
around the spaces of bounded fractional variation and contains the proof of the density result with
respect to area-strict convergence. The next section is devoted to the characterization of the weak”
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lower semicontinuity of extended functionals as in (2.9), and Section 2.5 rounds off the paper with
the proof of Theorem 2.1.1.

2.2 Preliminaries

2.2.1 Notation

The ball centered at x € R” with radius r > 0 is denoted by B,(x) = {y € R" : |x —y| < r}. The
notation E € F for sets E, F C R" means that E is compactly contained in F, i.e. E C F and E is
compact. We denote by

1 f €E,
Tp(x) = orxE x € R",
0 otherwise,

the indicator function of a set E ¢ R".

By Lip, (R") and Lip.(R"), we refer to all the functions i/ : R" — R that are Lipschitz con-
tinuous and bounded or Lipschitz continuous with compact support on R"”, respectively; we write
Lip(¢) for the Lipschitz constant of 1. Furthermore, for X c R”" open or closed we denote by
Co(X) the Banach space obtained by taking the closure of the smooth compactly supported func-
tions C;° (X) with respect to the supremum norm. In particular, if X is compact then Cy(X) consists
of all continuous functions from X to R.

The space M(X) consists of all finite Radon measures on X and is the dual space of Cy(X).
As such, we say that (y;); ¢ M(X) converges weak” to y € M(X) if/X(pdpj — fX(pdy for
all ¢ € Cy(X). More generally, one can define for f : X — R Borel measurable and p € M(X)
the duality bracket (f, y) = /X fdu. By M*(X) and M!(X) we denote the space of positive and
probability measures, respectively. We utilize the usual notation for the Radon-Nikodym derivative
and for p € M(X) the Radon-Nikodym derivative with respect to the Lebesgue measure is written

as 3—5 € L'(X), while ;* € M(X) represents the singular part of y with respect to the Lebesgue
measure. The measure |p| € M*(X) constitutes the total variation measure of y € M(X).

Finally, for U ¢ R" open we write BV (U) for the space of functions of bounded variation and
denote by Du the total variation measure of a function u € BV(U). We use in this instance Vu
for the absolutely continuous part of Du and Dsu for the singular part of Du with respect to the
Lebesgue measure. The variant BVj,.(R") consists of the functions that lie in BV(U) for all open
and bounded U C R". We refer to [11,210] for more details on functions of bounded variation. All
of the mentioned spaces also possess vector-valued counterparts, which are denoted in the second
argument like, for example, BV (U; R™) and M(X; RN) with m, N € N.

2.2.2 Generalized Young measures

Generalized Young measures are a tool to study the asymptotic behavior of sequences of functions
or even measures and are able to capture both the oscillation and concentration effects. Therefore,
they are very well suited for studying linear growth problems in the calculus of variations. In this
section we recall the basic definitions and properties that we need in the paper. We refer to [144,182]
for more on this topic.

We begin with the definition of the (strong) recession function, which encodes the values of an
integrand at infinity. For U ¢ R" open and bounded and f : U x RN — R it is defined as

. f(x',tA")
“(x,A) = | e —
frix ) (x’,A’)H—r>1(x,A) t

11—

forx e Uand A € RN,
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provided the limit exists. If the limit exists, then f* : U x R¥Y — R is automatically jointly
continuous and positively homogeneous in the second argument. We now present the definition of
a generalized Young measure, see [144] or [17, Definition 2.3].

Definition 2.2.1. Let U C R" be open and bounded, then a triple v = (vy, Ay, vy) is called a
(generalized) Young measure on U with values in RN, we write v € Y(U;RY), if:
(i) (vx)xev € MY(RN) is a parametrized family of probability measures on RN ;
(ii) Ay, € M,(U) is a positive measure on U;
(iii) (vy), g € M! (SN™Y) is a parametrized family of probability measures on SN,

Additionally, it is required that x — {(|-|,vy) € LY (U) and the maps x — {(f(x,-),vy) and x
(f*(x,-),vy) are respectively Lebesgue measurable and A,-measurable for all Carathéodory inte-
grands f : U X RN — R for which f* exists.

Intuitively, the Young measure is designed so that (vy)yey encodes the oscillations, while 4”

determines the location and size of the concentrations, and (v{’) 7 the direction of the concentra-

tions. The main result about generalized Young measures is that bounded sequences of measures
generate Young measures up to subsequence. Precisely, the following statement is a combination
of [144, Theorem 7 and Proposition 2].

Theorem 2.2.2. LetU C R" be open and bounded and (y); C M(U;RN) a sequence such that
supjlij(ﬁ) < 0. Then, there exists a subsequence (not relabeled) and a Young measurev € Y(U; RY)

with
lim f( )dx /f ( = 5|)dlu§|
- / (Fx, ), vx) dx + /_ () v=) iy,
U U

or all Carathéodory integrands f : U x RN — R for which f* exists.
y integ

In the setting of the above theorem, we say that (y;); generates the Young measure v. We can
also associate to a ;1 € M(U; RN) the elementary Young measure 5[y] € Y(U; RN) with

Oll)e =045, Ao =l and GLDT =8 (2.10)

with 84 the dirac measure at a point A € RN. One can then interpret the convergence in Theo-
rem 2.2.2 as weak* convergence of §[y;] to v in Y(U;RY), where the duality arises from testing
Young measures with integrands f. When we have an integrand without a well-defined strong
recession function, we can still define the upper recession function

/’ LA’
ff(x,A) = limsup M
(x",A")—>(x,A) t

t—o00

Then, if (y;); € M(U;RN) generates the Young measure v € Y(U;RN) and f : U x RN — R is
jointly upper semicontinuous, it holds that

“?Li‘ip/f( i) o /f( m) A

< [Gwomdcs [,

forx € Uand A € RV, (2.11)

(2.12)
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see [17, Corollary 2.10].

2.2.3 Fractional calculus

Here we introduce the fractional operators and their properties, which we use throughout the paper.
Firstly, for an integrable function u € L!'(R"), the Riesz potential I,u of order a € (0, n) is defined

as
/ &dy for x € R",
R

fat(2) = n |x —yln=e

Yna

where y, o = 7" 22“%. It is well-known that the above integral is finite for a.e. x € R" and

Iyu e Llloc([R"), cf. [163,199]. Next up, we have the three different fractional differential operators:
The Riesz fractional gradient, the fractional divergence and the fractional Laplacian. We introduce
these notions for the class of bounded Lipschitz functions. Precisely, for « € (0,1) and ¢ € Lip, (R")
the Riesz fractional gradient V¥¢ : R" — R" is given by

¢(y) —o(x) y—x
ve = dy f € R", 2.13
00) = e [ ELED YT dy o @13)

with p, 4 = 2“%‘”/2%, and the fractional Laplacian (-A)*/2¢ : R" — R is defined as

(_A)a/ZQD(X) = Vn,a/ M dy for x € Rn,

n |y — x|n+a
= 2071/ 2%. Both these operators are well-defined and bounded functions for
¢ € Lip,(R"), see [66, Section 2.2]. Finally, for a vector-valued function ¢ € Lip,(R";R"), the
fractional divergence div¥¢ : R” — R is the natural analogue of the fractional gradient

with v, 4

: e(y) —o(x) y-x n
div¥o(x) = pna ‘/[R" = x| . T dy forx e R", (2.14)

which is also a well-defined bounded function. We note that it is proven in [208] that these three
fractional differential operators are the unique operators that satisfy translational and rotational
invariance, a-homogeneity and a weak requirement of continuity. The fractional gradient and
divergence are dual, in the sense that for all ¢ € C°(R"”) and ¢ € C.°(R"™;R") the integration by
parts

/ @ diviy dx = —/ V%% - ¢ dx (2.15)
holds. For more on these differential operators, such as composition rules and extension to different
orders than a € (0, 1), we refer to [208].

2.3 Spaces of bounded fractional variation

The spaces of bounded fractional variation were first introduced by Comi & Stefani in the recent
series of papers [54,66,68]. We recall the definition of these spaces, which is based on the fractional
divergence in (2.14).

Definition 2.3.1. Leta € (0,1). A functionu € L'(R") belongs to BV¥(R") if

sup {/ udivipdx : ¢ € CZ(R™R"), |o|lLe@®rrr) < 1} < o0, (2.16)
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It follows from the structure theorem [66, Theorem 3.2] that u € BV*(R") if and only if
u € L'(R") and there exists a (necessarily unique) finite vector-valued Radon measure D%u €
M(R™; R™) such that

/ udivipdx = —/ ¢ - dD% for all p € C(R™;R"™).

The measure D%u is called the fractional variation measure of u and it constitutes a natural exten-
sion of the Riesz fractional gradient (2.13) to the space BV*(R") based on the integration by parts
formula (2.15). The space BV*(R") endowed with the norm

lullpve ey = llullprn) + [D“ul (R")

is a Banach space [66, Corollary 3.4], where |D%u|(R") denotes the total variation of D“u on R”
and equals the left-hand side of (2.16). One can also decompose

D% = V%dx + DZu,

where V¥u € L'(R";R") is the absolutely continuous part of D*u with respect to the Lebesgue
measure and Dfu € M(R";R") is the singular part. We write BV*(R"; R™) for the vector-valued
analogue with matrix-valued fractional variation. We also introduce the fractional Sobolev space
with exponent p =1

S*1(R") = {u € BV¥(R") : D%u = 0},

which consists of those BV*-functions with an absolutely continuous fractional variation. In fact,
this corresponds to the space S*? (R") defined in (2.1) when p = 1, that is, the functions u € L?(R")
with weak fractional gradient V*u € L?(R"; R"); see e.g. [54,66,68,140] for more on these fractional
Sobolev spaces.

As in [140], the main tool we use to prove the lower semicontinuity and relaxation result is a
method to transform the fractional gradient into the classical gradient and back. It relies on the
Riesz potential and fractional Laplacian and is proven in the BV-framework in [66, Lemma 3.28].

Proposition 2.3.2. Leta € (0,1), then the following holds:
(i) Foru € BV*(R") one has thatv = I _qu € BVjo.(R") with Dv = D%*u in M(R"; R").
(ii) Forv € BV(R") one has that u = (—A)I_Taz) € BV*(R"™) with D*u = Dv in M(R™;R") and

lullpve (mr) < cnellollByrn)-

Another ingredient we need is the Leibniz rule for the fractional variation, in order to employ
localization techniques. We define for ¢ € C°(R") and € Lip.(R") the operator

(y—x)(o(y) —o(x) WY (y) - ¥(x))

|y _x|n+a+1

VIO\[IL(@ l//) (x) = Hn,a dy, for x € R",

Rn

which can be continuously extended to ¢ € L!(R"). The following Leibniz rule for BV*-functions
is from [65, Lemma 5.6], see also [67] for more general Leibniz rules.

Lemma 2.3.3. Leta € (0,1), ¥ € Lip,(R") and u € BV*(R"). Then, yu € BV*(R") with
D*(Yu) = ¢yD%u + (uV*Y + Vg (u, ¥)) dx
and there is a constant C = C(n, &) > 0 such that

[uVey + Vi () s sy < CIYILS Gy LIP ) el 1 ey (2.17)
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Remark 2.3.4. Even though the fractional variation is a nonlocal object, the above Leibniz rule
implies that the singular part of the fractional variation behaves locally. Indeed, if we have u,v €
BV*(R") with u = v in an open set U Cc R", we find for all y € C.°(U) (extended to R" as zero)
that

xDgu = D (yu) = D§ (xv) = xDjv. A

For our minimization problems, we restrict to functions satisfying a complementary-value con-
dition, which is a nonlocal counterpart of the common Dirichlet boundary conditions. For Q ¢ R"”
open and bounded we define

BV (Q) ={u € BV¥(R") : u=0a.e. in Q°},

and for g € S*!(R")
BVE(Q) = g+ BVS(Q).

Here, we take g € S*!(R") since our initial motivation comes from studying linear growth func-
tionals on the fractional Sobolev space. With this in mind, we also introduce the spaces Sg”l(Q)
and S_,‘;’I(Q) in a similar way as above. For u € BV} (Q), it follows that the singular part DJu
has support inside Q, because of the local behavior of the singular part of the fractional variation
(cf. Remark 2.3.4).

A key reason to consider the fractional BV -spaces as extension of the fractional Sobolev spaces,
is the property that bounded sequences have convergent subsequences in BV;*(<2) in an appropriate
sense. We say that (u;); C BV;(Q) converges weak" to u € BV*(Q) if

u; > uin L'(R") and D%y A D% in M(R™;R") as j — oo,

A direct application of the Banach-Alaoglu theorem and the compactness result [66, Theorem 3.16]
shows that bounded sequences in BV*(Q2) admit weak” convergent subsequences. Moreover, we

have the following result stating that weak* convergence improves to strong L!-convergence out-
side Q. We omit the proof as it is almost identical to that of [140, Lemma 2.12].

Lemma 2.3.5. Let a € (0,1), Q be open and bounded and g € S*'(R™). If (u;); C BV;‘(Q)
converges weak™ tou in BV;*(Q), then for every open Q' 5 Q we find

V%u; — V% in L'((Q)%R") as j — oo.

We also need an improved version of the Poincaré inequality for fractional BV -functions in
[68], which only requires a bound on the fractional variation on some open and bounded set as
opposed to the whole space R”. This allows us to consider interesting integrands with slightly
weaker coercivity properties, such as the area-integrand in Example 2.4.3.

Proposition 2.3.6. Leta € (0,1) and Q be open and bounded, then there exists an open and bounded
set Q" 2 Q and a constant C = C(Q, n, @) > 0 such that

lullpve (rny < CID*ul(Q),
forallu € BV (Q).
Proof. Define for r > 0 the function

y:R" > R, x(x)=max{1-rd(x,Q),0},
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with d(x, Q) the distance from x to Q. Then, we have y € Lip . (R"), Lip(y) <r, y = 1on Q and
supp(y) = Q, ={x e R" : d(x,Q) < 1/r}.
We deduce that u = yu and conclude from the Leibniz rule (Lemma 2.3.3) that
D% = D“(yu) = xD%u+ (uV®y + V{; (u, y)) dx.
Therefore, we find by (2.17) that
IV¥ullpr (oemny = UV x + Vg (u, VL erny < Créllullp ey - (2.18)

Now using Holder’s inequality on the scale of Lorentz spaces, see [122, Chapter 1.4] for an intro-
duction on Lorentz spaces, in combination with the weak Gagliardo-Nirenberg-Sobolev inequality
from [68, Theorem 3.8] yields

lela/n 24 n 24 n
lulliscay < Ially 2 g 2l sy < “——Cnal D“ul(R") = enolD“ul(R"),  (2:19)

for all u € BV (Q). If we choose r > 0 such that Cr® < (2cp,0) ' we obtain from (2.18) and (2.19)
that

IA

lulliia) < enaa (ID*ul(Q) +D*ul(Q5))

IA

1
oo (ID°uI(0) +

lullr (o
cn,a,Q @)

which, after rewriting, becomes
||u||L1(Q) < zcn,a,QlDaul(Qr)- (2.20)
Therefore, we obtain

lullpve @m) = llullLq) + ID*ul(Qr) + D ul(Q5)

1
< (1 b ) llullzr (o) + 1D ul(Qr)
Cna,Q
< (2cna0 +2)|D%u|(Q)),
which proves the result with any open set Q" 3 Q,. ]

Next, to extend the linear growth functionals from Sy 1(Q;R™) to BV (€;R™) we need to be
able to approximate functions in BV;*(Q; R™) with functions in Sg’l(Q; R™) in a strong enough
sense to also have convegence of the functional values. However, since S;x ’I(Q; R™) is closed with
respect to the BV*-norm, we have to consider a convergence notion that is also weaker than the
one induced by the norm. The relevant notion here is a type of area-strict convergence, which is in

between norm convergence and weak” convergence. Like in [145], we define the area-functional
for p € M(R";RY) and U C R" Borel measurable as

d 2
)= [ 1+ are i)

with p® the singular part of u with respect to the Lebesgue measure. We also write (A) := /1 + |A|?
for A € R™*",
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Definition 2.3.7 (area-strict convergence). We say that a sequence (u;); C BVg“(Q; R™) con-
verges area-strictly tou € BV (Q;R™) ifu; — u in LY(R™";R™),

(Du;)(Q) — (D*u)(Q) and V%uj — V% in L'(QGR™"™) as j — oo,

Remark 2.3.8. The key property of area-strict convergence is that when restricted to Q, the se-
quence (D%u;); C M(Q; R™™) generates the elementary Young measure §[D%u] (cf. (2.10) and
[182, Proposition 12.4]). The convergence V*u; — V% in L' (Q¢; R™*") also excludes any concen-
tration effects happening outside Q, which are in general not ruled out by Lemma 2.3.5. A

We now prove a density result with respect to the area-strict convergence, which plays a key
role in the construction of a recovery sequence when extending the linear growth functionals.
The proof exploits the fractional Leibniz rule and invariance properties of the fractional variation
to incorporate the partition of unity and mollification techniques from the classical case (as in
e.g. [182, Lemma 11.1]). Note that we implicitly assume that functions in C.°(Q; R™) are extended
to R" as zero.

Theorem 2.3.9. Leta € (0,1), Q@ C R" be a bounded Lipschitz domain and g € S*'(R";R™). For
everyu € BV(Q;R™) there exists a sequence (u;); C g+ C°(Q;R™) such that

uj — u area-strictly in BV*(Q;R™).

Proof. Step 1: Shrinking the support. We show that for every ¢ > 0, we can find a v € BV*(Q;R™)
such that supp(v — g) € Q,

lu = ollp megm) + IV U = V0|1 gepmeny <€ and  (D%0)(Q) < (D*u)(Q) +e.  (2.21)

To this aim, we take a representative of u that is identical to g in Q¢ and set uy := u — g. Then,
since Q is a Lipschitz domain, we find a partition of unity yo, 1, -, yy € Co (R"™) and vectors
{1, ,{n C R" such that

N
Z xi=1lonQ, x €C(Q), and supp(ri(xito)) € Q, (2.22)

i=0

for all A > 0 small enough, where 7, (w)(x) := w(x + {) denotes translation by { € R". In view of
Lemma 2.3.3 we can define the function

N
=g+ Youp + Z Ty (xito) € BV;‘(Q; R™),

i=1
which satisfies supp(v — g) € Q due to (2.22). Using the first identity from (2.22), we have that

N
lu = ol ey < > lxitto = Tag, (Kitho) s (e < €/2,

i=1

for A small enough given the continuity of translation on L'(R™; R™). Moreover, we have by the
translation invariance of V* that

N
V% = V%u + Z 72¢; (V (xitho)) — V' ( xitho)

i=1
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so that the continuity of translation on L!(R"; R™*") again yields
N
1V<0 = Vull s mmmeny = D lleag (Y (rito)) = Y Crito) i smen) < /2
i=1

for A small enough. This shows the first part of (2.21) and at the same time that

/(V“v) dx < /(V“u) dx + ||[V¥0 — V| 1 (qurmxny < /(V“u) dx +¢/2, (2.23)
0 Q Q

where we have exploited the 1-Lipschitz continuity of A — (A). Finally, for the singular part we
note that

N N
Do = xoDSuo + ) T2z, (xiDTuo) = xoDfu+ Y Taz, (xiDEu)

i=1 i=1
in virtue of Lemma 2.3.3. Hence, it follows with (2.22) that

N

Dfol@ < [ odiptal+ ), [ pdingal
Q i=1 Y 7-25;(Q)

N
<) [ xdipgul = Dsul @)
i=0 YR”"

which proves the second part of (2.21) in combination with (2.23).

Step 2: Mollification. Let v be as in Step 1, then we show that there isa w € g+ C;°(Q; R™) such
that

”U - W“Ll(Rn;Rm) + ”VaU - VaW”Ll(Qc;Rmxn) <e and <DaW> (5) < <DaU>(§) + €. (224)
Let ns € C°(Bs(0)) for § > 0 be a standard mollifier and choose § small enough such that
ns * (0 - g) € C(AR™),

which is possible since supp(v — g) € Q. Setting w = g + 15 * (v — g), standard properties of
mollification show that
lo = wllp (mnrmy < €/2,

for § small enough. Furthermore, by [66, Lemma 3.5] we have
Ve = Vg + s % V(v = g) + s * D{.
In particular, since ns * DZv has support inside Q we have
V90 = VoW (|11 (qesrmxny = [[V¥(0 = g) = 15 % V(0 = g) |11 (qespmxny < €/2,

for small §, thus proving the first part of (2.24). Furthermore,
(Dw)(@) = /Q (Vg + 5 V(o — g) + 115 * D0) dx
< [ s« Vo= gndx+ [ Ins « Dol d
< /Q (Vg + 15 V(0 - g)) dx + Do (@)

< /(V“o) dx + ¢ + |[D%0|(Q) = (D%)(Q) + ¢,
Q
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where in the last line we utilize Lebesgue’s dominated convergence for small enough 6, recalling
the fact that 5 * V¥(v — g) — V¥%(v — g) in L1(R"™; R™*™). This yields (2.24).
Step 3: Conclusion. By combining Step 1 and 2 we may find a sequence (u;); C g+ CZ(Q;R™)
such that
u; > uin L'(R™;R™),  V%; — V¥ in L'(Q%R™™) as j — oo

and
lim sup (D“uj)(a) < (D*u)(Q).

Jj—oo

In view of this bound we have that u; S uin BV (Q;R™). Therefore, we may use the weak”
lower semicontinuity of the area-functional on M (Q’; R™*") for some Q"  Q open and bounded,
which follows from the convexity of A — (A), and Lebesgue’s dominated convergence theorem to
conclude that

lim inf(D%;)(Q) = lim inf(D%u;)(Q) — lim (V%u;) dx

> (D%u)(Q') - / (V¥u) dx = (D%u)(Q),

N\Q

which finishes the proof. ]

2.4 Lower semicontinuity

In this section we characterize the weak” lower semicontinuity of functionals as in (2.9), which is
interesting in its own right and is used in the proof of the main relaxation result in Section 2.5.
Recall that a continuous function A : R™*" — R is called quasiconvex if

h(A) < / h(A+Ve(y))dy forall Ae R™" and ¢ € Wol’oo((O, )" R™),
(0,1)"

see [75,165]. We prove the following statement, whose proof relies on the connection between the
classical and fractional variation and the theory of generalized Young measures. We note that even
though f*(x, A) is only assumed to exist for x € Q, we do allow the sequences x’ — x from (2.6)
to approach from outside Q.

Theorem 2.4.1. Leta € (0,1), Q C R" be open and bounded with |dQ| = 0, g € S*}(R";R™) and
f R X R™" — R a Carathéodory integrand that satisfies (G). If

F®(x,A) exists for all (x,A) € Q x R™",
then the functional

J— dDO{
Folu) = / f(x, V¥u) dx +/f°° X, s ¥ d|Dfu| foru € BV (Q;R™),
R” 1) |dD%u| g

is weak ™ lower semicontinuous if and only if f(x, -) is quasiconvex for a.e. x € Q.

Proof. Step 1: Necessity. The weak* lower semicontinuity of F, implies, in particular, that

Fo(u) = '/[Rn f(x,V%u(x))dx forue S;"l(Q;Rm),
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is weakly lower semicontinuous on S;‘ T(Q;R™). A simple adaptation of [140, Theorem 4.5] to the
case p = 1 yields that f(x, -) is quasiconvex for a.e. x € Q.

Step 2: Sufficiency. Let u; = win BV (Q;R™) and fix Q" 5 Q open and bounded. By Proposi-
tion 2.3.2 (i) we can find a sequence (v;); C BV(Q’;R™) and v € BV (Q’; R™) such that

Dvj =D%;jon Q' for jeN and Dv=D% onQ’; (2.25)

we can also ensure that v; S oin BV(Q’;R™) by continuity properties of the Riesz potential,
see [163, Theorem 2.1 (i)]. Up to a non-relabeled subsequence, (Dv;); C M(Q; R™™) generates
a BV-Young measure v € Y(Q';R™ ") on Q’. Before we proceed, we can redefine f, similarly to
[182, Proof of Theorem 12.25], such that its recession function is defined in a larger region. Indeed,
by definition of the strong recession function f* : Q x R™" — R, it is automatically jointly
continuous, so that we can continuously extend it to Q’ x R™™. If we set f' : Q' x R™" — R
equal to f on Q x R™™ and f* on (Q’ \ Q) x R™" then f’ is a Carathéodory integrand with a
well-defined strong recession function on Q' x R™*". Now, applying Theorem 2.2.2 to f’ and Q’
yields

dD;”uj
" |dD§ |

liminf | f(x,V%;) dx+/f°° (x ) d|D u;|
J=e Jor Q
deuj

" |[dD%u;|

> linl)inf f(x, V%) dx + /;(f’)“’ (x ) d|Dgu;|
! ¥ o (2.26)
“sup [ 10 = )P d
e

jeN

> [ (f(x -),vx>dX+/_((f')°°(x, -),V§°>le—SUP/ |(f = ) (x, Vu;)| dx.
o o QN\Q

jeN

Due to the strong convergence Vo; = V¥u; — V% = Vo in sets away from Q (Lemma 2.3.5), we

also find that the support of the concentration measure A, is contained inside Q and v, = Ovey(x)
for a.e. x € Q' \ Q; that is, we find

/ (f'(x,), veydx = / ' (x, V) dx. (2.27)
Q\Q Q\Q

Furthermore, since v is a BV-Young measure generated by (Dv;);, we may argue as in [144, Theo-
rem 10] and [182, Theorem 12.25] using the generalized Jensen’s inequalities from [144, Theorem 9]
in combination with the quasiconvexity, continuity and linear growth of f(x, -) for a.e. x € Q and
of £*(x, ) for all x € Q (by continuity of f) to conclude

- -~ - dDgv
L(f(x,.),vx)dx+‘é(f (x,.),vx)d/lv2./Qf(x,Vv)dx+/§f (x, |dDSU|) d|Dsv|

dD%u
= [ f(x,V%)dx + / °°(x, > )d|Dgu|,
L s " laps]

(2.28)

with the last equality exploiting (2.25). Additionally, since V¥u; — V%u strongly in L' ((Q’)¢; R™*™)
by Lemma 2.3.5, the growth bound (G) and Lebesgue’s dominated convergence theorem yields

lim f(x, Vi) dx = f(x, V%) dx.
I J(Q)e (Q)e
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Combining this with (2.26), (2.27) and (2.28) results in

s ul

liminf Fo(uj) > [ f'(x, V%) dx + s ¥ ) d|
J—)OO Q/

(x,V“u)dx+/ °°(x, =
ane? ) " fapgu

_sup‘/Q/\Q|(f—f’)(x,V”‘uj)|dx.

jeN

(2.29)

Finally, since B
(f=fH)®(x,A) =0 forallx € Qand A € R™",

we may choose Q' potentially smaller and find a R > 0 such that
I(f = f)(x,A)| < ¢e|A|] forall x € Q" and A € R™*" with |A] > R,

for any given ¢ > 0. With C := sup;;[|Vu;|| L1 (rngmxn) < o0, we obtain

sup/ I(f = f)(x, V¥;) | dx < (MR + ||al| = rn)) Q" \ Q| + €C,
jeN Jono

so that we can deduce the result by first letting Q' | Q, given that f = f” on QX R™*", and secondly
letting € | 0 in (2.29). O

In order to get the existence of minimizers, we also impose the coercivity bound (C) and utilize
the improved Poincaré inequality from Proposition 2.3.6.

Corollary 2.4.2. Leta € (0,1), Q C R" be open and bounded with |0Q| = 0, g € S*(R";R™) and
f:R* X R™" — R a Carathéodory integrand that satisfies (G) and (C). If

F®(x,A) exists for all (x,A) € Q x R™",
and f(x,-) is quasiconvex for a.e. x € Q, then

dD¢u

Folu) = f(x,V“u)dx+/f°° X, ———| d|D&u| foru € BV (Q;R™),
Rn ) |dDgul I

admits a minimizer on BV;‘(Q; R™).

Proof. We fix Q’  Q large enough as in Proposition 2.3.6 and such that M|D%v|((Q")€) < §|D“U|(Q’)
for all v € BV*(Q;R™), which is possible by (2.18) and (2.20). Now using the coercivity condition
of f on Q’, the growth bound on (Q")® and Proposition 2.3.6, we find for all u € BV;*(Q; R™) that

Folu) 2 plD*u|(Q') = MIDu|((Q)€) = C’
> p|D%(u - g)|(Q') = M|D*(u - g)|((Q")°) = C”
7
>

P u-— a(Rn-RmM —CN.
ZCH 9llsv (R™;R™)

Hence, a standard argument using the direct method and the weak” lower semicontinuity from
Theorem 2.4.1 finishes the proof. O

Example 2.4.3. An example integrand that satisfies all the hypotheses of Corollary 2.4.2 is

fiRPXR™™ - [0,00), f(x,A) =+V1+]|A]2-1,
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since f is convex, f*(x,A) = |A| and
|JA| =1 < f(x,A) < |A] forallx € R" and A € R™".

Hence, the following type of fractional area-functional

Falu) = / V1+|Veul2 — 1dx + |D%|(Q),
Rl’l

is weak” lower semicontinuous on BV;*(€Q; R™) and admits a minimizer.

2.5 Relaxation

We are now in the position to give the proof of the main result. For a Carathéodory integrand
f:R" X R™" — R that satisfies the bounds (G) and (C), it follows from [75, Proposition 9.5] that

f€(x,A) = inf{ f(x,A+Vo(y)dy : ¢ € Wol’oo((o, " IR’")}

(0.1)"

for (x,A) € R" x R™*" is a Carathéodory integrand and from [75, Theorem 6.9] that the function
f%(x,-) is the largest quasiconvex function below f(x, ). Note also that f9° still satisfies (G) and
(C) for x € Q since f9¢ < f and the lower bound in (C) is quasiconvex in the second argument.

Proof of Theorem 2.1.1. Denote the functional on the right-hand side of (2.8) by F,. We split up the
proof into the lower and upper bound.

Step 1: Lower bound. Let (u;); C Sg’l(Q; R™) with u; X uin BVga(Q; R™) as j — oo, then we
can completely follow the proof of Theorem 2.4.1 without using the generalized Jensen’s inequali-
ties to conclude (up to a non-relabeled subsequence) that

limint 7o) > [ (Fndx+ [ [ v

with v the generalized Young measure generated by the sequence (V%u;); (on some domain con-
taining Q). Using the bounds f > f9¢and f* > (f9)*, we can now proceed as in Theorem 2.4.1 by
using the Jensen’s inequalities for the quasiconvexification f9°, to obtain the lower bound. Here,
we make crucial use of the second part of (2.7), since the Jensen’s inequalities for upper recession
functions in [144, Theorem 9] can only be directly applied in the x-independent case.

Step 2: Upper bound. We first show that we can restrict to the case u € g + C.°(2; R™) for the
upper bound. To this aim, we take u € BVg‘"(Q; R™) and a sequence (u;); C g+ C°(Q; R™) which
converges area-strictly to u, possible by Theorem 2.3.9. Hence, Lebesgue’s dominated convergence
theorem and the growth bound (G) yields

lim f(x, Vi) dx = / f(x, V%u) dx. (2.30)
J—?OO QC Qc
Next, if we denote by g : Q x R™" — R the (jointly) upper semicontinuous envelope of f4¢
restricted to Q x R™*", then it is not hard to verify that g* = (f9°)* via the definition of the
upper recession function in (2.11). We take for R > 0 a truncation function Tz € C°(R™*") with
0 < Tr(A) < 1 and Tg = 1 on Bg(0) and bound

fI(x,A) < Tr(A) f¥(x, A) + Tg(A)g(x, A),
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with Tg(A) := 1 — Tr(A). The first integrand on the right-hand side has zero recession function,
whereas the second integrand is jointly upper semicontinuous with upper recession function g* =
(f)*. Applying Theorem 2.2.2 and (2.12) then gives, in combination with the fact that (D%u;); C

M(Q; R™X1) generates the elementary Young measure §[ D“u] (cf. Remark 2.3.8),

liminf/ch(x, V%u;) dx
Q

Jj—oo
< lim/TR(V“uj)qu(x,V“uj) dx+1imsup/Tlg(V“uj)g(x,V“uj) dx
j—=o Jo [9)

Jj—oo
dD%u
s o | dID§
d|Dul

ul.

< / Tr(V¥u) f9(x, V¥u) + Tg(V¥u)g(x, V¥u) dx + /_(ch)# (x
Q Q

Letting R — oo, using the dominated convergence theorem and adding the limit in (2.30) results in

liminf Fp(u;) < Falu).
Jj—ooo

Therefore, if we find for each j € N a recovery sequence for u;, then we can conclude the result
using a diagonal argument; here, the coercivity of f is important to be able to extract convergent
diagonal sequences. We can restrict to the case u € g + C.°(Q; R") from now on.

The remaining argument is an adaptation of [140, Theorem 1.2] to the linear growth setting.
To prove the upper bound when u € g + C.°(Q; R™), we take a Lipschitz domain O € Q and apply
Proposition 2.3.2 (i) to find a v € W' (O; R™) such that

Vo = V% onO. (2.31)

Then, we apply a classical relaxation theorem [75, Theorem 9.8] to find a sequence (vg)r C
W11(0; R™) with the same trace values as v on the boundary dQ such that vy — v in L}(O; R™)
and

k—o0

lim/f(x,VUk)dx:/ch(x,VU)dx. (2.32)
o (@]

In view of the coercivity of f we may also suppose that vy S oin BV (O;R™). Now define the auxil-
iary sequence (dx)r € WE(R™; R™) via 0 := vx —v on O and 9x = 0 in O°. By Proposition 2.3.2 (ii)
and [140, Eq. (3.3)], we find that the sequence (iix)r € S®'(R";R™) defined by i = (—A)l_Taﬁk
satisfies

i — 0 in LY(R"™;R™) as k — oo (2.33)

and its fractional gradients are given by
V% =V(vor —v) inO and V% =0 in O°. (2.34)

Take a cut-off function y € C°(Q) such that 0 < y < 1 and y|o = 1. Then, we define the sequence
(Wi © S (Q:R™) by

Wi = U+ YU S uin BV (Q;R™) as k — oo,

where the convergence follows from (2.33) and the Leibniz rule (Lemma 2.3.3). Moreover, we have
by (2.17) the convergence of the residuals

Ry == VW = V¥u — V% — 0 in LY(R™;R™™). (2.35)

In O, we find in view of (2.31) and (2.34) that V¥wy = Vo + Rx. Due to the strong convergence
of R to zero it follows by testing with the Lipschitz basis from [144, Lemma 3] that the sequences



58 CHAPTER 2. FRACTIONAL LINEAR GROWTH FUNCTIONALS

(Vo) and (V*wg)x when restricted to O generate (up to a non-relabeled subsequence) the same
generalized Young measure v € Y(O; R™*™). As a result, we use Theorem 2.2.2 twice to conclude

h]?li;lf/of(x’vawk) dx < /O(f(x,-),vx)dx+/6(f°°(x, D), vy dA, 030

:kli_rgo'/of(x,Vvk) dx=/och(x,Vv) dx:[)ch(x,V“u) dx,

where we use (2.32) and (2.31) in the final two equalities. Additionally, in O° we have that V¥wy =
V%u + Ry thanks to (2.34). Hence, we find using (2.35) and (G) that

lim sup f(x, V¥wy) dx = lim sup f(e, V¥ + Ry) dx < |M|V%ul +allp1a\0)-  (2.37)
k—oo Q\O k—oo Q\O

Finally, using Lebesgue’s dominated convergence theorem and (2.35) we derive

lim / f(x, Vi) dx = klim / f(x, V¥ + Ry) dx =/ f(x, V%) dx. (2.38)
c —00 Q¢ Q¢

k—o0

Summing (2.36), (2.37) and (2.38) together, we obtain

k—o0

liminf [ f(x, V¥wg) dx < /ch(x, V%) dx +/ f(x, Vo) dx + ||M|Vul + all11(0\0)
R o) Qe

which yields the result if we let O T Q and extract a diagonal sequence. ]

Remark 2.5.1. a) Because of the coercivity condition of f, the functional F is in particular
weak” lower semicontinuous on BV*(Q;R™). Interestingly, this fact does not immediately fol-
low from the lower semicontinuity result in Theorem 2.4.1, since the strong recession function of
Taf9+ Tqcf need not exist. An application of the direct method as in Corollary 2.4.2 provides the
existence of minimizers of Fel,

b) A simple argument using the theory of Young measures shows that the functional

J— dDa
Feolu) :/ f(x, V%) dx+/f°0 (x, Zu ) d|Dgu|  foru € BV (Q;R™),
Rn 5] |dDg"u|

is the area-strictly continuous extension of F, to BV;(€Q; R™). This immediately implies that this
functional is also the relaxation of F, if f(x,-) is quasiconvex for a.e. x € Q, given the lower
semicontinuity result from Theorem 2.4.1 and the density with respect to area-strict convergence.

c) The requirement (2.7) on f9° is needed for the application of the Jensen’s inequalities in the
lower bound and allows the relaxation result to be phrased for general Carathéodory integrands.
However, one can dispose of this assumption if we assume a continuity condition similarly as in
[17, Theorem 1.7], that is,

If(x,A) - f(1,A)] < o(lx —y|)(1+|A]) forallx,y € Qand A € R™",

where w : [0,00) — [0, 00) is a continuous and increasing function with w(0) = 0. Indeed, one can
utilize (G) and (C) as in [182, Theorem 7.6] to deduce that f9¢ inherits the same continuity condition
(up to a different modulus of continuity), after which (2.7) readily follows. A



Chapter 3

A variational theory for integral
functionals involving finite-horizon
fractional gradients

This chapter agrees with

[72] J. Cueto, C. Kreisbeck and H. Schonberger. A variational theory for integral function-
als involving finite-horizon fractional gradients. Fractional Calculus and Applied Analysis,
26(5):2001-2056, 2023. https://doi.org/10.1007/s13540-023-00196-7.

3.1 Introduction

Nonlocality has long been a recurring theme in the calculus of variations, appearing in various
facets and applications. When modeling phenomena in nature and technology, nonlocal operators,
whose values result from integrating over a neighborhood, have become a popular alternative to dif-
ferential operators. A main advantage of this derivative-free approach is that it allows functions to
be less regular and, therefore, makes it possible to capture discontinuity effects, and also long-range
interactions are naturally included. In the context of mechanics, this is exploited in peridynamic
modeling [158,196] or to cover fracture and cavitation of deformed elastic materials [28,30]. From
the analytical viewpoint, dealing with nonlocality brings along new mathematical challenges, since
it is intrinsically opposed to the standard techniques for classical variational problems. And yet, lo-
cal and nonlocal problems can be closely intertwined: while localization causes nonlocal features to
vanish [35,158,161], they can, on the other hand, arise from local ones e.g., through limit processes
such as homogenization and disrete-to-continuum passages [39,49].

In a recent series of works, different authors have studied problems involving integral func-
tionals that depend instead of usual gradients on fractional-order ones through the Riesz fractional
gradients [28,140,193,194]. Even though the latter had appeared in the literature before [137], Shieh
& Spector brought it back into the spotlight in [193,194] and discussed properties of the associated
fractional Sobolev spaces, which are equivalent to the Bessel potential spaces, see also [28, 54, 66,
140]. In contrast to the standard fractional Sobolev spaces defined via Gagliardo semi-norms, these
spaces have a distributional character, and are, therefore, particularly well-suited for variational
problems. Another asset is that the Riesz fractional gradient enjoys a unique combination of de-
sirable homogeneity and invariance properties as shown by Silhavy in [208], which makes it the
natural choice of a fractional derivative among operators with infinite interaction range. Motivated
by mechanical models of hyperelastic materials, which call for operators on bounded domains with
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finite interaction, Bellido, Cueto & Mora-Corral [31] recently proposed to consider nonlocal oper-
ators that result from the Riesz fractional gradient by truncation with a suitable cut-off function.
This is the same setting we are adopting in the following.

Overall, this paper deals with variational integrals in the truncated framework of [31], for which
we contribute new insights into the existence theory of minimizers as well as their asymptotic
analysis. More precisely, the set-up is as follows: Let Q C R” be a bounded open set, s € (0, 1)
the fractional-order parameter, § > 0 the horizon, which stipulates the maximal length scale of the
interaction distance between points, and Qs = Q + B(0, §) the nonlocal closure of Q.

We consider functionals of the form

F(u) = /Qf(x,u(x),DfSu(x)) dx, (3.1)

where the integrand function f : Q X R™ X R™" — R is Carathéodory with standard p-growth
and p-coercivity for some 1 < p < oo and Dju is the truncated Riesz fractional gradient (see (3.3)
below) for functions u in a suitable linear subspace of L?(Qs; R™). This function space, which is
called H%7%(Q; R™) and introduced in Definition 3.2.7, is defined in analogy to the classical Sobolev
spaces by requiring that the nonlocal gradient is p-integrable. In addition, we assume volumetric-
type boundary conditions by prescribing complementary values in a tubular neighborhood or collar
of radius 26 around Q; in the basic case of zero complementary values, we write HS’P ’6(Q; R™) for
the set of functions admissible for (3.1).

It remains to specify the nonlocal gradient Diu. With G, a general nonlocal gradient with kernel
p, that is,

_ [ v -uy) x-y
qu(x)—/w x| |x_y|p(x y) dy, (3.2)

whenever the integral exists for a function u : R” — R, we first recall that the Riesz fractional
gradient is defined as the nonlocal gradient with the Riesz potential kernel I;_g, i.e.,

1

s .
D’u o gll_su with Il—s oC W

To introduce the truncated version, let us consider a certain smooth, radial cut-off function wg :
R™ — [0, o0) supported in a ball of radius § around the origin. Then,
Diu = Gpsu  with ps o wsl_g. (3.3)

Throughout the paper, we refer to D§ simply as nonlocal gradient to keep the terminology short.
For more details on these definitions of nonlocal and fractional gradients, we refer the reader to
Section 3.2.2. Alternative choices for the kernel function in (3.2) can be found in the literature, for
example, kernels defined on half-balls [129,148], and variable horizon kernels [103,198,201].

Our methodology for proving the results about the functionals (3.1) builds substantially on their
relation with classical functionals with a dependence on the usual gradient, namely

v / f(x,0(x), Vo(x)) dx, (3.4)
Q
and also the relation with the fractional variational integrals
U f(x,u(x), D’u(x)) dx (3.5)
Rn

provides useful insights. To set a foundation for a comparison of F with (3.4) and (3.5), we discuss
the connection between the three differential operators
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Vo ove W (R")

Du ue H*PO(R™) Diu — D%u = VR = u

Figure 3.1: Illustration of the relations between classical, fractional, and nonlocal gradients, which
enable the transfer of results between the corresponding settings. T When I;_ * u is well-defined.

classical gradient V, fractional gradient D®, nonlocal gradient D3,
and the associated Sobolev-type function spaces
Wl’p(R"), Hs,p(Rn)’ Hs,p,(S(Rn)’

respectively; for an illustrative overview, see Figure 3.1.

Fractional vs. classical: For smooth compactly supported functions ¢ € C°(R"), it is by now
well-known that

D¢ =V(j_s*x¢) and V¢ = Ds(—A)l%sqo, (3.6)

where I;_; is the Riesz potential and (—-A) "2 is the fractional Laplacian of order 1 —s, see e.g., [193,
208]. In [140, Proposition 3.1], two of the authors extended these identities to the setting of Sobolev
and fractional Sobolev functions, showing that for any u € H*?(R"), there exists av € Wl:)’f(R")
such that Vo = Du, and for every u € H%?(R"), one can find a v € W'?(R") with DSu = Vo. The
latter follows immediately from the observation that (—A) T owle (R") — H*P(R") is a bounded
linear operator. This way, one can translate from the fractional gradient to the classical one and
vice-versa, up to a gap related to an issue of local integrability. For a similar statement in the space
of fractional BV -functions, we refer to [66, Lemma 3.28].

Nonlocal vs. classical: Providing analogous translation formulas between the nonlocal and clas-
sical setting is one of the major steps in the analysis of this paper. The fact that Dju is defined over
a bounded domain brings about some technical complications compared with D*u; for instance, as
opposed to D*u, the operator Dju is no longer homogeneous and it does not enjoy a semigroup
property, which the fractional one inherits from its relationship with the Riesz potential. The foun-
dations for finding a suitable replacement for the generalization of (3.6), were laid by Bellido, Cueto
& Mora-Corral [31] (see also [30]). They identified an integrable finite-horizon counterpart of the
Riesz potential kernel, called QF, which provides one of the directions of the translation mechanism
for smooth functions. For the other direction, we heuristically invert the convolution with Q% in
Fourier space, i.e., we consider the operator

)V

Pso =

S ES)
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for any Schwartz function ¢. This operator can be considered as an analogue of the fractional
Laplacian of order (1 —s)/2 in the nonlocal framework. Another way of interpreting P3¢ is as the
convolution of the gradient of ¢ with the kernel from the nonlocal fundamental theorem of calculus
in [31, Theorem 4.5], see Remark 3.2.14d).

Here, we prove that the convolution with Q§ and P can both be extended to the Sobolev
spaces in such a way that they are each other’s inverses. This gives a perfect isomorphism be-
tween H5?%(R™) and W'? (R") with the property that for any u € H*?%(R") and v € WP (R™)

Diu = V(Qj3 * u) and Vo = D§Pgo, (3.7)

see Theorem 3.2.13 and the discussion thereafter. It is noteworthy that in the fractional case there
is no such isomorphism, since the Riesz potential is only locally integrable as opposed to Q.

Fractional vs. nonlocal: A comparison between the kernels Q(SS and I,_,, where R(SS denotes their
difference, gives us a basic and direct way for switching between the fractional and nonlocal setting.
Indeed, we show in Section 3.2.5, that

Dsu = D°u+ VR§ * u, (3.8)

for all u € HP9(R"™) = H>P(R"), where VRS € LY(R™) N C®(R™).

Having the translation mechanism of (3.7) and (3.8) at hand paves the way for shifting results
between the three variational settings. Note, however, that not all results can be directly carried
over, since boundary conditions are not preserved in the translation procedure and problems in-
volving both the function and its nonlocal gradient require additional techniques. Here, we list
and discuss the main contributions of this paper to the existence and asymptotic analysis of the
functionals F in (3.1):

(1) Characterization of weak lower semicontinuity of F. One of the crucial steps to conclude the
existence of minimizers of integral functionals, like F or those in (3.4) or (3.5), via the direct method,
is to establish weak lower semicontinuity. A well-known fundamental result from the vectorial cal-
culus of variations with roots in the 1950s states that, for the functionals (3.4), quasiconvexity (in
the sense of Morrey) regarding the third variable of f is necessary and sufficient for weak lower
semicontinuity in W (Q; R™), see 3,155,162, 165]. In the fractional setting (3.5), the efforts are
more recent. After convexity [193] and polyconvexity [28] had been identified as sufficient con-
ditions for weak lower semicontinuity in Hg’p (Q;R™), the problem of characterization was solved
in [140, Theorem 1.1]. Interestingly, the correct condition on f is the same as in the local case,
namely quasiconvexity.

We complement the picture in Theorem 3.4.1, by proving that, altogether, quasiconvexity is the
intrinsic convexity notion in all three situations. In fact,

F is weakly lower semicontinuous in Hg’p ’5(Q; R™) if and only if (3.9)
f(x,z,+) is quasiconvex for a.e. x € Q_s and all z € R™; '

note that, due to a boundary layer effect, which yields even strong LP-convergence of weakly con-
vergent sequences in Hg’p ’5(Q; R™), quasiconvexity is not required in the collar. Moreover, we
introduce a nonlocal notion of quasiconvexity defined through testing with nonlocal gradients that
turns out to be equivalent with quasiconvexity, cf. Remark 3.4.3.

The proof of (3.9) exploits the parallels between the nonlocal and fractional gradient in their re-
lation to the standard one (cf. (3.7) and (3.6)) by using similar arguments and techniques as in [140].
An alternative proof strategy that reduces (3.9) directly to the statement of [140, Theorem 1.1] via
(3.8) is also possible, as we demonstrate under simplified assumptions.
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(2) Variational convergence, homogenization and relaxation. Considering sequences of nonlocal
functionals {7} en as in (3.1) with specific integrand functions f;, we study their asymptotic
behavior as j — co. The intention of finding a versatile method that makes I'-convergence (see [49,
80]) accessible to a number of cases and applications motivates the statement of Theorem 3.5.1. If we
denote the counterparts of ¢, with dependence on classical gradients defined on WP (Q_s; R™)
by Zy,, it says that the convergence of {Z } jen to a I'-limit 7 as j — oo along with the pointwise
convergence of the integrals over the collar, L? (Qg; R™*") 3 V - /Q\ Qs fi(x, V) dx yields

r-jli_)lglo ffj = Ffos
note that all I'-limits are taken with respect to the strong L?-topology.

To demonstrate how this observation can help to carry various I'-convergence results in the
literature from the local to the nonlocal setting, we choose homogenization theory as a specific
case. Indeed, Corollary 3.5.2 shows that the fundamental I'-limit of [48, 168], where the homoge-
nized functional is again of integral form with integrand determined by a multi-cell formula, gives
rise to a new homogenization limit for problems involving nonlocal gradients. As an immediate
consequence of this homogenization, one can obtain relaxation of nonlocal functions F, that is,
a representation for their lower semicontinuous envelopes. In the case of a homogeneous inte-
grand f, the latter arises from the quasiconvexification of f on Q_s, while f remains unchanged
in Q\ Q_g, see Corollary 3.5.3.

(3) Asymptotics for varying fractional order and localization. It is a natural question to investigate
the dependence of our nonlocal variational problems, in particular, their minimizers and minima,
on the fractional order s € (0, 1); for an analogous study for functionals of the type (3.5), see [29]. To
this end, we take functionals as in (3.1), with f independent of the second variable and quasiconvex
in the third one, and highlight the dependence of s with a subscript index F;. The functional F;
can be defined in the same way with D u := Vu the classical gradient and o, after extension of the
definition in (3.3) to s = 0, lives on L?(Qs; R™).

The main result in this context is Theorem 3.5.1, which says the following:

The sequence {Fs}s I'-converges to Fy ass — s’ € [0,1];

since sequential compactness of bounded-energy sequences holds strongly in L?(Q; R™) when s” €
(0,1] and weakly in L?(Q;R™) if s’ = 0, it is natural to state the I'-convergence results regarding
the strong and weak topology, respectively, see Lemma 3.3.9. We point out that the limit s — 1
provides a localization statement, and as such, establishes another interesting connection between
classical local and nonlocal theories.

The proof of the above-mentioned compactness for bounded-energy sequences in nonlocal
spaces of different order involves, besides the continuous dependence of the nonlocal gradient Dju
on s (see Lemma 3.3.2), also a new technical tool that is worth mentioning in its own right. This
is the nonlocal Poincaré inequality with a constant independent of the fractional order presented
in Theorem 3.3.8; we refer to recent progress on nonlocal Poincaré-type inequalities, for example,
in problems involving radial kernels [31,104] or asymmetric and inhomogeneous kernels [114,129].
The difficulty in establishing a parameter-independent bound is the fact that the kernel in the non-
local fundamental theorem of calculus from [31, Theorem 4.5] is implicitly defined via a Fourier
transform, which makes it hard to isolate the dependence on s in the proof of the Poincaré inequal-
ity from [31, Theorem 6.2]. Instead, we utilize a fine analysis of the decay of the Fourier transform
of Q5, an application of the Mihlin-Hérmander multiplier theorem and an extension of the nonlocal
fundamental theorem to the case s = 0 (see Proposition 3.2.9) to prove the Poincaré inequality with
an s-independent constant.
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Note that besides the above localization result for s — 1, a different type of localization could
be obtained in the limit of vanishing horizon, i.e., for § — 0. Indeed, such a I'-convergence state-
ment for integral functionals depending on a class of closely related nonlocal gradients is already
proven in [161], yielding a classical local model in the limit. However, it remains an interesting
open problem for the future to prove the required equi-compactness in order to deduce the conver-
gence of minimizers. For readers interested in localization results in the context of other nonlocal
variational problems there is a broad literature available, we refer e.g. to [8,35,47], which discuss
double-integrals that depend on difference quotients, convolution-type integrals, and functionals
arising from models in peridynamics, respectively.

This manuscript is organized as follows. We begin in Section 3.2 with notations and a de-
tailed introduction to our set-up and nonlocal calculus. Moreover, we collect and establish the
relevant technical tools, especially, the connections between classical, nonlocal and fractional gra-
dients along with the corresponding translation keys. Section 3.3 deals then with the asymptotics
of the nonlocal gradient, and we derive as a main application a Poincaré inequality with a constant
uniform in s, which opens the way for compactness results for sequences in nonlocal spaces of
different order. The variational results for the nonlocal integral functionals are proven from Sec-
tion 3.4 onwards, based on the comparison with the classical and fractional setting. First, we prove
the characterization of weak lower semicontinuity in terms of quasiconvexity of the integrand and
state an existence statement for minimizers of F (see Corollary 3.4.4) based on it. In Section 3.5,
we then provide a general I'-convergence result, from which homogenization and relaxation can
be deduced as corollaries. Finally, we prove the convergence of minimizers of the functionals {F;}
for the limit s — s” € [0, 1] in Section 3.6, showing, in particular, the localization to a classical local
limit as s — 1.

3.2 Preliminaries and technical tools

The aim of this section is to introduce the notation and several important definitions and tools
regarding the nonlocal gradient and Sobolev spaces.

3.2.1 Notation
General notation

Unless mentioned otherwise, s € (0,1) and Y = (0,1)" c R". We use R, to denote R U {co}. We
write |x| = (X1, xf)l/ ? for the Euclidean norm of a vector x = (x, - , x,) € R and similarly, |A|
for the Frobenius norm of a matrix A € R™*". The ball centered at x € R" and with radius p > 0 is
denoted by B(x, p) = {y € R" : |x — y| < p} and the distance between x € R"” and a set E C R" is
written as d(x, E). For an open set Q ¢ R” and § > 0, we write Qs for its nonlocal closure, that is,

Qs =Q+B(0,8) ={x e R" : d(x,Q) < 6}.

The complement of a set E C R” is indicated by E := R" \ E and its closure by_E. The notation
E € F for sets E, F c R" means that E is compactly contained in F, i.e., E C F and E is compact. Let

1 f €E,
p) =4 o x € R,
0 otherwise,

be the indicator function of a set E ¢ R".
Let U c R” be an open set. The notation C.°(U) symbolizes the smooth functions ¢ : U — R
with compact support in U c R". Our convention is that functions in C;°(U) are identified with
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their trivial extension to R" by zero. Further, by C*(R"), Cy(R") and S(R") we denote the space
of smooth functions, continuous functions vanishing at infinity and Schwartz functions on R”,
respectively. We utilize multi-index notation, in particular, we write 0% for the partial derivative
with respect to a multi-index o € Nf.

By Lip,(R"), we refer to all the functions ¥ : R” — R that are Lipschitz continuous and
bounded on R" and we write Lip(¢/) for the Lipschitz constant of ¢.

The Lebesgue measure of U c R” is written |U| and the convolution of two functions u,v :
R"™ — R is denoted by u * v. If one of the functions is vector-valued, the convolution should be
understood componentwise. We use the common notation for Lebesgue- and Sobolev-spaces, that
is, LP(U) for p € [1, 0] is the space of p-real-valued integrable functions on U with the norm

1/p
lullzo o) = (/U'”(x)'dx) ifpelle) ¢ .

esssup, .|u(x)| if p = oo,

Moreover, WP (U) for p € [1, o0] consists of all LP-functions on U with p-integrable weak deriva-
tives, endowed with the norm

lullwiewy = llullee ) + [IVullLe (wrny;

here Vu stands for the weak gradient of u.
The functions that lie locally in L? and W'? are denoted by Lf; (R") and Wkl)f(R"). Besides,

Wol’p (U) stands for those functions in W?(U) with zero boundary value in the sense of the trace
and W#l’oo(Y) indicates the Y-periodic functions in W5 (R").

In general, the spaces defined above can be extended componentwise to vector-valued functions.
The target space is explicitly mentioned in the notation, like, for example, L? (U; R™). Whenever
convenient, we identify a function on a subset of R"” with its trivial extension by zero. Finally,
we use C to denote a generic constant, which may change from one estimate to the next without
further mention. If we wish to indicate the dependence of C on certain quantities, we add them in
brackets.

Riesz potential and Fourier transform

We recall the definition of Riesz potential. Given 0 < s < n, the Riesz potential kernel I : R"\{0} —
R is .
LG = Vas s (3.10)
where .
hos = 72 2°T(3)
")

with T’ denoting the Gamma function. For notational convenience, we also define I; : R\ {0} —» R
as

1
L1 (x) = ——log(|x|) (3.11)
when n = 1. The Riesz potential of a locally integrable function f is given via convolution as
1
e e =
Yn,s n |X' - yl

whenever the integral exists for a.e. x € R".
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Since we will also deal with the use of the Fourier transform, we clarify here the notation we
are going to use. For f € L'(R"), we define the Fourier transform of f as

Fo= [ rmeritan e,

Notice that this definition can also be used in the Schwartz space S(R";C), where it defines an
isomorphism. By continuity and duality extensions, it also defines isomorphism on the spaces
L?(R";C) and in the space of tempered distributions S’(R";C). Moreover, the inverse Fourier

transform is denoted by f and corresponds with x +— ]? (—x). Notable references in Fourier anal-
ysis are [106,122].

3.2.2 Nonlocal calculus and function spaces

In this section, we present the definition of the nonlocal gradient used throughout this paper, intro-
duce the naturally associated function spaces, and collect several auxiliary results. A delicate issue
is the choice of suitable boundary values, which is addressed below in Section 3.2.3.
In what follows, let § > 0 and ws : R — [0, c0) be a non-negative cut-off function satisfying

these hypotheses:

(H1) ws is radial, i.e., there is a ws : R — [0, 00) such that ws(x) = ws(|x|) for x € R";

(H2) ws is smooth and compactly supported in B(0, 9), i.e., ws € C.°(B(0,));

(H3) there is a constant by € (0, 1) such that ws = 1 on B(0, byd);

(H4) ws is radially decreasing, that is, ws(x) > ws(y) if |x| < |y|.

In accordance with [31, Definition 3.1], we define the nonlocal gradient and divergence for
smooth functions as follows: For s € [0, 1), the nonlocal gradient of ¢ € C*(R") is given by

(x) —o(y) x—y ws(x—y)
D5o(x) = cns /n ¢ ] / s 5| P yln‘ij_l dy forx e R", (3.12)

and the nonlocal divergence of y € C*(R"; R") is

Yy -y x-y wsx-y)

—dy forx € R", (3.13)
re X =yl lx =yl |x —y|™*=71

divy (x) = cps

with the scaling constant

r(=5+)

w2 (7))

Cns =

Note that the integral in (3.12) is absolutely convergent given that ¢ is in particular locally Lip-
schitz continuous and ws(-)/|-|**~! € L'(R") with compact support. Moreover, the above defi-

nitions show that supp(D5¢) C supp(¢) + B(0, ) and Proposition 3.2.2 below establishes D3¢ €
C*(R™;R™). Analogous observations hold for the nonlocal divergence.

Remark 3.2.1. a) Due to the radial symmetry of ws from (H1), an equivalent way of expressing

D3¢ for ¢ € C*(R") is as

D3o(x) = Iri?oq p(y)d;(x —y)dy forx € R, (3.14)

B(x,r)¢
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with

xws(x)

S —
dgs(x) = _Cn,sW

for x € R"\ {0}. (3.15)

When x ¢ supp(¢), this allows us to write D§¢(x) = (dj = ¢)(x).

b) It is straightforward to check for the nonlocal gradient that it is translation and rotation
invariant, i.e.,
D5(¢(-+b)) =Dsp(-+b) and Dj(¢(R-) =R 'Dse(R")

for all p € C*(R"), b € R™ and R € O(n). The rotation invariance relies on the radiality of ws. If,
in addition, ws (/1) = wys(-) for all A > 0, then D5 is also positively s-homogeneous in the sense
that

Dy ((P(/1 ) = ASD(SS/)L‘P(/1 )

for all ¢ € C°(R") and A > 0.

To put this observation in context, we remark that Silhavy in [208] identified the Riesz frac-
tional gradient as the unique fractional derivative operator that is suitably continuous, rotation
and translation invariant and s-homogeneous. Hence, one can view Dj as a nonlocal derivative
operator with finite interaction range that enjoys the same desirable properties. A

As recently shown in [31], the nonlocal gradient can be written as the convolution of a certain
integrable kernel with the classical gradient. To formulate this result, which is in analogy to the
representation of the Riesz fractional gradient as the Riesz potential of the usual gradient, we first
introduce for s € [0, 1) the kernel

®ws(t)
tn+s

05 iR\ {0} > R, Q3(x) = cn / (3.16)

|x]

Proposition 3.2.2. Lets € [0,1). It holds for every ¢ € C*(R") that
Dsp = Q5 Vo € CT(R").
In particular, when ¢ € S(R") then D3¢ € S(R™;R™).

Proof. The statement for ¢ € C°(R") and s € (0, 1) is exactly [31, Proposition 4.3], and the case
s = 0 is proven analogously. Since any ¢ € C*(R") locally coincides with a smooth function with
compact support, the same holds for such functions. Finally, since Q5 € L'(R"™), the statement for
Schwartz functions follows. O

Remark 3.2.3 (Properties of Q3). For easier referencing, we list here a few relevant properties
of Q5 for s € [0,1) that will be used later in the paper. The details for s € (0,1) can be found
in [31, Lemma 4.2, Propositions 5.2 and 5.5], and the same arguments extend also to the case s = 0.

a) The kernel Q7 lies in LY(R") with supp(Q3) € B(0,9) and is radially decreasing.

b) Since QF has compact support, its Fourier transform is analytic and thus smooth. Moreover,

—

Q5 is bounded, radial, and strictly positive. A

The nonlocal gradient and divergence as defined in (3.12) and (3.13) act as dual operators in the
sense of integration by parts. While several versions of nonlocal integration by parts for related
fractional or nonlocal operators have been studied in the literature [66, 161, 208], we employ here
the following formula, stated for smooth functions.
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Lemma 3.2.4 (Nonlocal integration by parts formula). Lets € [0,1) and suppose that ¢ €
CZ(R™) andy € CZ(R™;R"). Then,

/Dg(p-wdxz—/ @ divy ¥ dx.
R” R”

Proof. According to Proposition 3.2.2, it holds that D3¢ = QF = Vo = V(Q5 * ¢) € CZ°(R";R") and
similarly, divy ¢ = Q5 = divy € C°(R"). Hence, we may calculate

[ pso-vax=[ V@0 yar

:—/ (Qfs*(p)divwa’x:—/ (p(Qg*diVI//)dx:—/ @ divy ) dx;
Rn Rn Rn

the second identity is due to classical integration by parts, while the third one follows via Fubini’s
theorem. m]

In light of this integration by parts formula, the definition in (3.12) can be extended to a broader
class of functions using a distributional approach. We will work with functions defined on an open
set Q c R”". As nonlocal boundary of this set, we choose a volumetric type as is common in
nonlocal models, considering a tubular neighborhood or collar of radius § > 0 around Q. Precisely,
Qs = Q + B(0, 6) is the nonlocal closure of Q and Qs \ Q plays the role of nonlocal boundary.
Definition 3.2.5 (Weak nonlocal gradient). Lets € [0,1),5 > 0, Q2 C R" openandu € L! (Qs).

loc

We say thatv € L, (Q;R") is the weak nonlocal gradient of u, written as v = Dju, if

/v-¢dx:—/ udivyydx  forally € CZ°(;R™).
Q Qs
Remark 3.2.6. In the case s = 0, it holds for each ¢ € C*(R") by (3.14) that

ng)(x) = lim/ qu(y)dg(x —y)dy forxeR",
rlo B(x,r)¢
with dg as in (3.15). The theory of singular integrals (see e.g., [122, Theorem 5.4.1]) implies that
Dg can be uniquely extended to a continuous linear operator from L?(R") to L?(R"; R") when
p € (1,00); indeed, one can easily verify that dg satisfies the size and cancellation conditions [122,
Eq. (5.4.1) and (5.4.3)], while the Hérmander condition [122, Eq. (5.4.2)] follows from the stronger
property
|Vd°| < L
ol = [ |0
which holds due to Vws = 0 in B(0, by9).
We therefore find for each u € LP(Qs) (after extension to R” by zero) that Dgu € LP(Q;R™)
and
IDSullLe (orny < Cllullr (o)
with C > 0 a constant independent of u. Note that via a density argument, Dgu coincides with the
weak nonlocal gradient from Definition 3.2.5. A

In analogy with the definition of the standard and fractional Sobolev spaces, it is now quite
natural to consider the space of L?-functions whose weak nonlocal gradient is also an L?-function.
Our default choice for the integrability parameters throughout the manuscript is p € (1, ). Espe-
cially when dealing with compactness results, weak convergence, and the coercivity of functionals,
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the reflexivity of the nonlocal Sobolev spaces is essential. For the sake of generality, however, we
introduce the following spaces for the full range of integrability exponents p € [1, o] and extend
results to the cases p = 1 and p = co whenever this is possible at moderate technical expense.

Definition 3.2.7 (Nonlocal Sobolev spaces). Lets € [0,1), p € [1,00] and Q C R" be open. We
define the nonlocal Sobolev space H*P°(Q) as

H*P9(Q) := {u € LP(Qs) : Dju € LP(Q;R™)},

equipped with the norm

=

— P p
||u||HS*P’5(Q) - (”u”LP(QS) + ||Dcs$u||LP(Q;R")) :
The corresponding spaces of vector-valued functions H*?%(Q; R™) are defined componentwise.

In parallel with the classical Sobolev spaces, H*?%(Q) is a Banach space and, when p € (1, o),
also reflexive. Moreover, a sequence {u;}jen C H>P9(Q) converges weakly to u in H%??(Q) for
p € (1,00) if and only if u; — u in LP(Qs) and Dju; — Dju in LP(Q;R") as j — co. In view of
Remark 3.2.6, it holds that H*?%(Q) = LP(Qs) for p € (1, co) with an equivalent norm. Additionally,
we set

H"P(R") := W (R") with Dju = Vu for u € H""*(R"), (3.17)

which provides a consistent notation for the range of fractional orders s € [0, 1].

When we consider the whole space, i.e, Q = R”, and s € (0,1), then by Lemma 3.2.16 the
nonlocal Sobolev spaces of Definition 3.2.7 correspond to the fractional Sobolev spaces H>? (R")
consisting of LP-functions with weak fractional gradient in L?, which are known to be equivalent
to the Bessel potential spaces for p € (1, o) [54, 66,140, 193]; in formulas,

H*PO(R™) = HP(R").

We point out that for s € (0,1) and p € [1, 00), the Definition 3.2.7 is different from how nonlocal
Sobolev spaces are introduced in [31, Definition 3.3], where the authors use the closure of C.°(R")
functions under the norm in (3.2.7). However, both definitions are equivalent for Lipschitz domains
as the following density result shows. It corresponds to a nonlocal version of the Meyers-Serrin
theorem for classical Sobolev spaces, and the proof, which is based on approximate extension, can
be found in Appendix 3.B.

Theorem 3.2.8. Lets € [0,1), p € [1,00) and let Q C R" be a bounded Lipschitz domain or
Q = R™. Then, for every u € H*P%(Q), there exists a sequence {@j}jen € CZ(R") that converges
(when restricted to Q) tou in H*P%(Q).

An important ingredient for the analysis of the nonlocal gradient are suitable versions of the
fundamental theorem of calculus (FTC). For the case s € (0, 1), this has been proven in [31, Propo-
sition 4.4]. Now we generalize it to s = 0 as well, which is needed to obtain a nonlocal Poincaré
inequality independent of the fractional parameter. The proof takes inspiration from the arguments
in [31, Appendix].

Proposition 3.2.9 (Nonlocal FTC for s = 0). There is a function Wy € L*(R";R") such that

every ¢ € S(R"™) can be expressed as

Q= —RDg(p + W;s * ngo,

where @(5) = % denotes the Riesz transform of f € S(R™; R") and Ws + D¢ is the sum of the

componentwise convolutions of Ws and Dgcp.
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Proof. Consider the tempered distribution Zs € S’ (R"; C"), given by

@y =tim [ (ﬁ— L\ pod forye SR,

rlo 1§l 27]£2Q5(8)

We may decompose Zs into the sum of another tempered distribution Y5 € S’ (R"; C") given by

(Y.) = lim )(§)—§U(§)d§ for € S(R™),
ri0 ((W 27 €[2Q3(0)
and the locally integrable function X5 € L. (R";C"),
i [ 1 1) i 1
“ - - = ﬂ c .
(27r|§|2(Q5(0) Qg@) g | Tren @+ |§|( 2n|§|Qg<§>) s+

The inverse Fourier transform of Y5 corresponds to a bounded function; for the case n > 2, this is
because Y5 agrees with an integrable function, whereas for the case n = 1 this follows from [31,
Lemma A.1b)]. Moreover, we can show that X is actually integrable. For the first term this follows
from the fact that Qg is smooth and strictly positive, cf. Remark 3.2.3. For the second term, we use
(3.76) to write for |é] > 1

I 1 _ 2AéIRy (@)
27 £10%(9) 1+27[ERY(E)  1+27]ERY(E)

which is integrable by Lemma 3.A.1. We conclude that Xs also has a bounded inverse Fourier
transform.
All in all, we conclude that there is a W5 € L™ (R"; R") such that

Ws = Zs.

Note that Wy takes values in R" as (Zs, n(—-)) = (Zs, n) for n € S(R™). Finally, using Proposition
3.2.2 for the Fourier transform of Doq), we have for ¢,n € S(R") and ¢ = —RD°<p + W;s * D5(p €
S’(R™) that

G = [ 25 Dho@n(o) dé+ ZsDg.)
= Ii i S d
rlo B(or)e 27| E[2Q% (&) Pap(On(O) a6
| if
=1 2 d d
o sy OO - [ aom@ae

which proves = ¢ € S(R") after taking the inverse Fourier transform. O

3.2.3 Complementary-value spaces

Our study of variational problems involving the nonlocal gradient is carried out on affine subspaces
of H%P%(Q) satisfying a complementary-value condition. For Q ¢ R" open and bounded, let

Q s={xeQ :d(x,Q) >}
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Figure 3.2: [llustration of the set Q with its nonlocal closure Qs, its nonlocal boundary Qs \ Q, and
the collar Qs \ Q_s of thickness 29, where complementary values are prescribed.

Whenever we work with the complementary-value spaces throughout the paper, we assume im-
plicitly that § > 0 is small enough so that Q_s is non-empty, that is, 0 < § < maxyeq d(x,9Q);
for an illustration of Q and its inner and outer collar, see Figure 3.2. We define for s € [0,1) and

p € [1,0),
2o _ A HPI(@)
HyP2(Q) = C2(Q-s) (3.18)
and for g € H*?%(Q) the complementary-value space

s,p,0 s,0,0
H;7°(Q) = g+ HyPP(Q).

In a similar vain, we set
1Lp,S —————W"P(Qs)
HyP?(Q) = C2(Q_s) , (3.19)

which will be used to study the asymptotics s — 1.
In order to avoid confusion, we clarify that the notation used in this document for Hgs’p ’5(Q)

slightly differs from the one used in [30,31], where the same spaces were denoted by H;’P ’S(Q_(g).
When Q_; is a Lipschitz domain, these affine subspaces comprise exactly those functions in
H*P9(Q) that have prescribed values in Qs \ Q_s. Indeed, for the case s = 1, it is well-known that

HP2(Q) = {u e W(Qs) : u=0ae. inQs\ Q s},
whereas the case s € [0, 1) is treated in the next statement, which we prove in Appendix 3.B.

Proposition 3.2.10. Lets € [0,1), p € [1,00) and Q@ C R" be open and bounded such that Q_s is
a Lipschitz domain. Then,

HP(Q) = {u e HP9(Q) : u=gae inQs\ Q_g).

It may be surprising at first glance that we prescribe values in a collar of width 26 around the
boundary of Q, yet, this choice leads to a natural treatment of the nonlocal variational problems in
this paper, as can be seen for instance from the Poincaré inequality in [31, Theorem 6.2] and the
Euler-Lagrange equations in [31, Theorem 8.2].
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For a discussion of relevant properties and useful results on these function spaces, like Poincaré
inequalities and compact embeddings, we refer to [30,31]. Apart from those, there is the follow-
ing Leibniz rule from [30, Lemma 3.2 and 3.3], which we will use among other things to enforce
complementary-values via cut-off procedures.

Lemma 3.2.11 (Nonlocal Leibniz rule). Lets € [0,1), > 0, p € [1,00], and Q c R" open. If
ue H?9(Q) and y € C°(R™), then yu € HSP9(Q) with

Dy(xu) = xDsu + Ky (u),

where K, : LP(Qs) — LP(Q;R") is the bounded linear operator given by

Ky (u)(x) = cps /B(x,5) u(y) X|(;C)__y|)’€£g) ljz : z|W5(x —y)dy forxeQ,

and there is a C > 0 such that
IKy (W) llLr(@irr) < CLip(x)[lullrr (qy)-

Proof. The statement for u € C;°(R") with s € (0,1) and the bound for K, follow immediately
from [30, Lemma 3.2 and 3.3] (the arguments remain valid for unbounded sets). We can extend it
to u € H*"?(Q) via a distributional argument as in Lemma 3.B.1. The case s = 0 can be proven
analogously. m]

In a similar spirit, one obtains with a slight abuse of notation that
divi(yu) = ydivyu+ K, (uT) (3.20)

for u € H*?9(Q;R") and y € CZ(R™); here {7 indicates the transpose of a vector { € R”".

As a consequence of the Leibniz rule above, we can prove that in complementary-value spaces,
weak convergence of nonlocal gradients improves to strong convergence in the strip where the
values are prescribed. The following result shows natural parallels with [140, Lemma 2.12] in the
context of Riesz fractional gradients.

Lemma 3.2.12 (Strong convergence in the collar). Lets € (0,1), p € (1,00), Q € R" open and
bounded, O C Q open with Q_s € O, and g € H*P°(Q). If{uj}jen C H;’p’é(Q) converges weakly to
u in HSP9(Q), then

Diuj — Diu in LP(Q\ O;R").

Proof. Due to linearity, it suffices to prove the statement for the special case u = 0 and g = 0. Let
us consider therefore a sequence {u;}jen C Hg’p’a(Q) with u; — 0 in HP(Q). With y € C:°(0)
a cut-off function with y = 1 on Q_s, we obtain that u; = yu; for j € Nand u; — 01in LP(Qs) as a
consequence of [31, Theorem 7.3]. Hence, by Lemma 3.2.11,

ID5u; e (@\0:rm) = IID5(xu) e (o\0mm)
< ID5(xu;) = xDsujllre (omrr) = 1Ky (uj) e (omrny — 0 as j — oo,

exploiting the continuity of K, : LP(Qs) — LP(Q; R"). O
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3.2.4 Connection between nonlocal and classical Sobolev spaces

One of the key tools for our analysis is the following proposition, which allows us to switch between
nonlocal and classical gradients and is the technical basis for an effective translation mechanism.
It is the counterpart of [140, Proposition 3.1], where fractional gradients and their relation with
classical ones are analyzed.

We first introduce the operator

Ps:S(R") = S(R"), ¢+ (%) , (3.21)
Qs

which is well-defined since 1/ (:j; is a smooth function with polynomially bounded derivatives
(cf. Remark 3.2.3 and [31, Eq. (29)]). Moreover, as a consequence of the Fourier representation,

P3(Q5 * @) = Q5 (Pjp) = forall p € S(R"), (3.22)

which implies, in particular, that D§(P5¢) = V(Q3 * (P5¢)) = V. We now extend these properties
to the Sobolev spaces.

Theorem 3.2.13 (Translating between nonlocal and classical gradients). Lets € (0,1),p €
[1,00] and Q c R™ be open. The following two statements hold:

i e operator . H>P: — > , U * U is bounded and ifu € H>P , then

i) The op Q5 : HP9(Q) —» Wh(Q 5 * u is bounded and ifu € HP°(Q), th
0= Qfsu satisfies Vo = Dgu on Q.

ii e operator in (3.21) can be extended to a bounded linear operator from g to
The op 773 b ded b ded | p wle(R"?
HSPO(R™) such that Py = (Qfs)_l, Le.,

PiQsu=u forue H*P°(R") and Q5Pjv=0v forv e W (R");
in particular, ifv € WP (R™), thenu = Psv satisfies Dgu = Vo on R™.

Proof. Part (i): Let u € H*»(Q), then v = Qju € LP(Q) since Q3 € L'(R™). For every ¢ €
C(Q;R™), we find that

/vdivq)dx:/ u (Q5 * dive) dx
Q Qs

:/ udivfsrpdx:—/Dgu-(pdx,
Qs Q

where the first identity uses Fubini’s theorem, the second one follows from Proposition 3.2.2, and
the third one is simply the definition of the weak nonlocal gradient. This proves v € W?(Q) with
Vo = Diu on Q. The boundedness of Q% follows from Young’s convolution inequality.

Part (ii): Since Py is the inverse of the mapping QF on S(R") (cf. (3.22)), it is sufficient to
prove that Qf is boundedly invertible. Indeed, we can then find the suitable extension by setting
P5 = (Q3)". Since Q5 is bounded by part (i), we only need to prove bijectivity to deduce the
statement via Banach’s isomorphism theorem.

Step 1: Injectivity. Suppose that Qfu = Q5+u = 0 foru € H>P9(R™). Then, Diu = V(Q5*u) =0,
and in particular,

/udivfstpdxzo forall ¢ € CZ°(R™;R");
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by density, this also holds for all ¢ € S(R";R"). By taking any ¢ € CX(R";R") and setting
¢ =Py € S(R™;R"), we obtain

0= /n udivy p dx = /R" udivy Psydx = /R" udiv i dx.
Hence, u is constant. Together with Q% * u = 0, this shows that u = 0 and proves the injectivity of
Q.
Step 2: Surjectivity. Take v € W (R") and y € C°(R") an even function with y = 1 on B(0, 1).
Define the functions ¢y, ¢, € S(R") by

\%
1 -
¢1=—y  and <P2=(%+(1—X)(Ts—|2ﬂ'|l S)) ;
Qs Qs

here, ¢, € S(R") since

1 —|27r- |1—s§s

— —|2r- 't =———2 inB(0,1)°
s S
é é

in view of (3.76), and ﬁg agrees with a Schwartz function on B(0, 1)€ by (3.77). Note also that ¢; and

@, are real-valued and even, since the same holds for their Fourier transforms. Because (—A) s may
be extended to a bounded linear operator from W? (R") to HP (R") (cf. [140, Proposition 3.1 (ii)])
and H?(R") = H>?%(R™) by Lemma 3.24 and Remark 3.2.17, we can define

w = (—A)I_TSU + @1 * (—A)I_Tsv +@y %0 € HS’P’(S(IR").

Using Fubini’s theorem and the duality for the fractional Laplacian (see e.g., [140, Eq. (3.6)]), we
find for ¢ € C°(R™; R™)

/ wdivy ¢ dx = / 0((=A) 7 div ¢ + (=A) 7 (1 * div} 9) + @, * div} ¢) dx

:/ v div ¢ dx,

where the last inequality follows from

((-0)'F divy o+ (-0)'F (g1 = v} ) + 2 = div o) (D)
= (278" + 1278 31() + §2(8)) Q5 (D)2if - §(&) = 27ié - (&) = div o ().

We conclude that Diw = Vo, which means that Qiw — v = ¢ for some ¢ € R;if p < co, thenc =0
since both Q5w and v lie in LP(R"). Therefore, we obtain

c
Qs (W - —) e
o Q511 L1 (mn)
which shows the surjectivity of Qf and finishes the proof. m]

Remark 3.2.14. a) Note that the proof of the fractional version of (i) in [140, Proposition 3.1 (i)]
has to deal with a technical difficulty that the Riesz kernel I;_; is not integrable as opposed to
Q5- Therefore, the convolution of I; s with an LP-function for large p is not always well-defined,
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whereas Q5 can be convolved with any LP-function. In particular, there is also no perfect identi-
fication between H? (R") and W (R") that turns fractional gradients into classical gradients as
for the nonlocal case in part (ii) above.

b) Regarding part (ii), when p < oo then the extension of P§ can also be seen as the unique
extension via density. Moreover, if Q is a Lipschitz domain, then any v € W (Q) can be extended
to a function in W (R"), after which we can apply the result to find au € H>?%(Q) with Diu="Vo
on Q.

c) The proof of the surjectivity in part (ii) shows that Po corresponds, up to a constant, to

(—=A) To+ g% (=A) To+gy %0,

for v € WP(R"); when p < oo, then the correspondence is even an identity, given that there are
no non-zero constants in L? (R").

As a particular consequence of this observation, along with the fact that the convolution with a
periodic function remains periodic, we observe that both Qf and P; preserve periodicity. Precisely,
if Y denotes the unit cube (0,1)", and W,>*(Y) and H;’m’a(Y) comprise all Y-periodic functions in
WL (R") and H>*%(R™), respectively, then there is a bijection between the gradients of W#l’m (Y)-
functions and the nonlocal gradients of HS™°(Y)-functions.

d) For ¢ € S(R"), it holds that

Pso(x) = / Vi(x—y)-Ve(y)dy forxeR", (3.23)
Rfl

where V5 € C*(R"\{0}) is the kernel from the nonlocal version of the fundamental theorem of
calculus [31, Theorem 4.5]. Indeed, this follows directly from the formula for the Fourier transform
of V5 in [31, Theorem 5.9]. The representation in (3.23) extends naturally to functions in WP (R")
with compact support, given that V5 is locally integrable.

e) The translation procedure of Theorem 3.2.13 allows us to give an alternative proof for the

nonlocal Poincaré inequality in [31, Theorem 6.2]. Since QF maps Hg’p ’5(9) into Wol’p (Q), we infer
from the classical Poincaré inequality that

llullee ) = IPsQ5ullr (o) < CllesuHWOLP(Q) < ClIVQ5ullrr (oirny = ClIDgullrr (orn),
for any u € Hg’p’é(Q) with a constant C > 0 depending on s, J, p, and Q. A

We conclude this section with a compactness result that will be used below in the proof of The-
orem 3.4.1.

Lemma 3.2.15. Lets € (0,1),p € (1,00) and Q C R" be open and bounded. If {v;} jen € WP (R™)
is a bounded sequence, then {Pjv;}jen (when restricted to Q) is relatively compact in LP (Qs).

Proof. Let y € CZ(R") with y = 1 on Qs and set R > 0 such that supp(y) € B(0,R — §). Since
{Psv;}; is bounded in H*P9(R™) by Theorem 3.2.13 (ii), the sequence {x(P5v;)}jen is bounded

in Hg’p’a(B(O, R)) by Lemma 3.2.11. The relative compactness of {y(P5v;)}jen in L?(B(0, R)) now
follows from [31, Theorem 7.3] and since y = 1 on Qg, the statement follows. O

3.2.5 Connection between nonlocal and fractional gradients

After the comparison of the nonlocal gradients with classical weak gradients, let us now discuss
their connection with the Riesz fractional gradient. We start by recalling that the nonlocal gradient
is a truncated version of the latter.
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In the following, let p € [1,00) and s € (0,1). The upcoming lemma presents the equiva-
lence between the nonlocal and fractional Sobolev spaces H?(R") and H>?®(R") and also a ver-
sion with prescribed complementary values. To recall the definition of the fractional and nonlocal
complementary-value spaces, we have for Q c R” open and bounded that Hg’p (Q) comprises all

functions u € H®P(R") such that u = 0 a.e. in Q¢ and Hg’p’é(Q) is given as in (3.18). We mention
that one of the inclusions was already provided by [31, Proposition 3.5]. For the sake of the reader,
we show here a complete proof.

Lemma 3.2.16. It holds that

H(R") = H*P2(R") (3.24)
with equivalent norms, and

Dsu=D’u+ VR *u (3.25)

for allu € H?(R™) = H*9(R") with VRS € C*(R™;R™) N L'(R";R") as in (3.74). Moreover, for
Q c R" open and bounded with Q_s Lipschitz, it holds that

HP(Q_s) = HyP°(Q),
with equivalent norms, and (3.25) holds foru € Hg’p(Q_(s) = Hg’p’a(Q) on Q.
Proof. Let ¢ € C.°(R"). Since by (3.75)
Dsp — D¢ = VR * o,
we obtain the estimates
ID* ¢l (Rrrny < [ID5@llLe ®rmn) + [IVRS| L1 (remeny @l Le 7y < Cll@l grsps mm)
and
ID5@ll e (rrmry < ID°@llLe (rrsmn) + I VRS L1 (mere) 1@l e 7y < Cll@l|Ese (r7)

with a constant C > 0. In light of the density of C*°(R") in H*?(R") and H*"?(R") (see [140,
Theorem 2.7] and Theorem 3.2.8), the identity (3.24) and (3.25) follow via approximation. For the
case of a bounded domain, we note that

HP(Q) = {u e H*”(Q) : u=0ae. inQs\ Q_s}

since Q_g is Lipschitz (cf. Proposition 3.2.10). Observe also that for any u € Hg’p ’5(9) its extension
ii to R" by zero lies in H>%(R") with

l@llLe (rny + ID5@l| e (Rrsmny = llullze (@) + [IDsullLe (oimn)s
since D3 is simply the extension of Dju by zero. Hence, we may identify
HP(Q) = {u e HPO(R") : u=0ae. in (Q_s)},

after which the equality with H*?(Q_s) becomes obvious given (3.24). O



3.3. ASYMPTOTICS OF THE NONLOCAL GRADIENT AND APPLICATIONS 77

Remark 3.2.17. We mention that it also holds that
HY™(R") = H*3(R"),

with equivalent norms and Dju = D’u + VRS * u for u € H**(R"). This can be proven via a
distributional approach instead of utilizing density as above. A

As already indicated in the introduction, Lemma 3.2.5 opens up a new proof strategy for some
of the results in this paper. Instead of exploiting well-known result for problems involving classical
gradients, one can resort to established findings in the fractional setting. We illustrate this approach
below by presenting an alternative proof for the characterization of lower semicontinuity in Sec-
tion 3.4, which follows as a corollary of [140, Theorems 4.1 and 4.5]. An analogous reasoning could
also be used, for instance, to deduce the relaxation below in Corollary 3.5.3 from [140, Theorem 1.2].
Note that the transfer of results between the nonlocal and fractional set-up also works in the re-
verse direction, giving rise to analogues of the general I'-convergence statement in Theorem 3.5.1
and homogenization result of Corollary 3.5.2.

3.3 Asymptotics of the nonlocal gradient and applications

Our next goal is to study the localization of the nonlocal gradient as s — 1, and more generally,
to understand how the nonlocal gradient depends on the fractional parameter s. In particular, the
findings in this section serve as necessary preparations for proving the I'-convergence of nonlocal
integral functionals in Section 3.6.

We start by investigating the s-dependence of the convolution kernel Qf from (3.16) and its
Fourier transform.

Lemma 3.3.1. Lete > 0andR > 0.

(i) The map [0,1) — L*(R"), s > Q5 is continuous with

li_rgllQEHLl(Rn) =1 and li_r)r%”Qg“Ll(B(O,e)c) = 0. (3.26)

(ii) The map [0,1) — C(B(0,R)), s — QSS is continuous with ég — 1 uniformly on B(0,R) as
s— 1.

Proof. As for (i), we calculate first that for s € [0, 1),

S — § pS—
15l () = cns / / W‘SY) drdx = cn9B(0, 1) / / W(S—Er)p"_ldrdp
B(0.3) JIx| T o Jp T
6 — r d—
0B(0,1
= Cp,s|0B(0, 1)|/ —W‘SY)/ p”_ldpdr=cns| ( )l/ w5 (r) dr (3.27)
0 rn S 0 3 n 0 rs

B ws(r)
= Cp.s Wn dr,
0

rS

where w, denotes the volume of the unit ball in R". Since s — ¢, s is continuous on [0, 1), cf. [29,
Lemma 2.4], it follows via Lebesgue’s dominated convergence that [|Q5|11(r») depends continu-
ously on s. Now, if {s;}jen C [0,1) is a sequence converging to s € [0,1), we can apply once
again Lebesgue’s dominated convergence theorem to find that Q;f — Q5 pointwise a.e. as j — oo.
'ffoge.:ther with limj_,oo||Qf5j 1 mny = Q511 (rn) as shown above, this implies ng — Q5 in LY (R™)
or j — oo.
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To see the first convergence in (3.26), we observe that Tg(o4,5) < wWs < 1p(0,5) by (H3) and (H4),

which gives
1-s S — 1-s
Bod) = / wo(r) gy < 9 (3.28)
0

1-s rs T1-5

and exploit ¢, 5/(1 —s) — 1/wp as s — 1 according to [29, Lemma 2.4]. The localization of Qf for
s — 1 follows from a calculation similar to (3.27) and (3.28), integrating instead over B(e, §) and
using that ¢, s/(1 — s) stays bounded as s — 1.

The first part of (ii) can be deduced from the continuity of the map in (i) in combination with
the fact that the Fourier transform is a bounded linear operator from L!(R") to Cy(R"; C).
Due to (3.26), the kernel Q5 behaves like a mollifier, satisfying

ii_r)riHQfs *@ = @|lo@n) =0 (3.29)
for all ¢ € Lip, (R"), where this convergence is uniform on bounded sets of Lip, (R"). Indeed,

105 * @ — @llr=®mn) < 1(TB0,0)Q5) * @ — @llL=(rn) + 1Q51lL1(B(0,e)e) @l (R
< eLip(@) 1051111 (B(0.e)) + (11 = 1Q311L1 B0.e)) | + Q5111 (B(0.)e)) l@llLe mny,

for any £ > 0. Considering now ¢z(x) = e~2miEx for & € B(0, R), we have
ol rmcy + Lip(@g) < 1+27[8] <1+ 27R,

so that by (3.29),
lim Q3() = 1im(Q5 * 92)(0) = p(0) = 1,
uniformly for & € B(0,R). m]

The next lemma addresses the continuous dependence of the nonlocal gradient and divergence
on the fractional parameter in the case of smooth test functions with compact support. Recall the
notation D(lgu = Vu.

Lemma 3.3.2. Lets € [0,1] and {s;}jen C [0, 1] a sequence converging tos. Then, it holds for every
¢ € C2(R") andy € CZ°(R";R") that

Do —Djp  and  div]y — divjy
uniformly on R" as j — oo.
Proof. It suffices to focus on proving the convergence of the nonlocal gradient; the argument for
the divergence is an immediate consequence. If s < 1, we conclude from Proposition 3.2.2, Young’s
convolution inequality, and Lemma 3.3.1 (i) that
Sj Sji .
D' @ = Dsolir=@nmn) < 1Q5 = Qs wm) IV@llLe (rrmny — 0 as j — oo

The case s = 1 follows immediately from (3.29), since V¢ € Lip, (R") allows us to conclude that

jlgngolngj¢ = VollL gngn) = JlgngollQZJ % Vo — Vol mnpn) = 0.
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Our approach to extending the previous results for smooth functions in a suitable way to non-
local Sobolev spaces, relies on the following estimate (see Corollary 3.3.4 below),

”Dgu“Lp(Rn;Rn) < C“D(tsu”Lp(Rn;Rn) forall u € C?(Rn) and 0 <s <t < 1, (330)

with a constant C > 0 depending only on n,p,é. If t = 1, (3.30) simply follows from Young’s
convolution inequality

IDsulle (rerny < Q5| ey [IVulle (rrey < ClIVullLe (mern), (3.31)

where we have exploited that ||Q5[|;1(rn) is bounded by C uniformly in s as a consequence of
Lemma 3.3.1. If t = 5, one can obviously take the constant to be 1. For the other cases, we build on
Fourier multiplier theory (see e.g., [122, Chapter 5]) and show via the Mihlin-Hérmander theorem
that the maps

Q35(9)
Q(8)

m;:R" >R, & (3.32)

are LP-multipliers with uniformly bounded norms. This requires control on the decay behavior of
m;, and its derivatives. The idea for deriving suitable bounds for large frequencies is to compare Q5
with the well-known Riesz potential kernel I;_; (cf. (3.10)) and exploit the decay of the difference
of their Fourier transforms uniformly in s (see Lemma 3.A.1).

Lemma 3.3.3. The map mj : R" — R from (3.32) with0 < s < t < 1 is an LP-multiplier for every
p € (1, 00) with multiplier norm independent of the parameters s, t.

Proof. According to the Mihlin-Hérmander multiplier theorem, see e.g., [122, Theorem 6.2.7], the
statement follows immediately once these estimates have been established: There exists a constant
C > 0 depending only on n and § such that for every « € N} with || < n/2 + 1 and every
0<s<t<l1,

gl |o"ms(£)| <€ forall £ e R™ (3.33)

The proof is split in two parts, where we distinguish bounds for large and small frequencies. Note
that in the following all the constants C, ¢ > 0 are independent of s, t.

Step 1: Bounds away from zero. In this step, we show that there is some R > 1 such that (3.33)
holds for all |£] > R. Since

Q5(&) = [27¢] ") + R(&)  for €] > 1

for any s € [0, 1) by (3.76), we can express m; on B(0,1) as

Q5(9) e
5(8) = = = |27 4 13() (3.34)
= Gy TP e
with ()P -
() = TR R

|2mE|-(=0) + R, (£)

Given t > s, it is clear that

o*(|2z¢]"=)) < clg71el for |¢] > 1. (3.35)



80 CHAPTER 3. A THEORY FOR FINITE-HORIZON GRADIENTS

Along with (3.77), one can estimate the denominator of r; and find some R > 1 such that for all
& € R™ with [¢] > R,

27|07 + RL(E) > |27 — clé] 7% = Clg| 7 (3.36)

If one takes the ath derivative of rj on B(0,R)¢, the quotient rule gives rise to a quotient whose
denominator results from raising the denominator of r§ to the power 2!%/ and whose numerator is

a product of ﬁg, ﬁg and their derivatives with terms bounded independently of s, t. We therefore
obtain in view of (3.36), and again (3.77), that

0rs (&) <l < clEel for 1€ = R. (337)

The combination of (3.34), (3.35) and (3.37) then yields (3.33) on B(0, R)°.

Step 2: Local bounds. To show that (3.33) holds for |£] < R, we observe first that, as a consequence

of Lemma 3.3.1 (ii) and the non-negativity of ég (cf. Remark 3.2.3), there is a constant ¢ > 0 such
that

Q5(8) 2 ¢
forall £ € m and all s € [0, 1). Moreover, for any f € Nj with || < n/2 + 1, the estimate
(=271 Y Q5ll1s ey < CUIQ3 s 871 < €17,
where the last inequality follows in view of Lemma 3.3.1 (i), implies
|aﬁ§g(§)| <csfl <c forall £ € R" and s € [0, 1).

To conclude, we use again the quotient rule to obtain

o) |at|
aa(g\fig)'g RZ‘UClC:C for |£] < R.
5 Cc

&' |o%m; (£)| = |&]'!

O

We now obtain the next corollary based on the previous lemma; recall the definitions of H-?% (R")
and H,*°(Q) in (3.17) and (3.19).

Corollary 3.3.4. Let0 <s <t < landp € (1,0). Ifu € H"»(R"), then u € H*»°(R") and
there is a constant C > 0 depending only on n, § and p such that

ID5ull Lo (rmny < ClIDGullLe (remn)- (3.38)
IfQ c R" is open and bounded and u € Hé’p’a(Q), thenu € Hg’p’é(Q) with
ID5ulle (oirry < ClID5UllLr (orR) -

Proof. The case t = 1 is covered by (3.31). For the other cases, we deduce from the previous lemma
that the map
05\
M : S(R™;R") — LP(R™;R"), o (mo) = (7‘:5)
5
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can be extended to a bounded linear operator on L? (R"; R") with
IM;olle (remny < Cllollze (rrrn) (3.39)

for all v € LP(R™;R"), where C > 0 is a constant independent of s,t. For ¢ € C°(R"), we also
observe using Proposition 3.2.2 that

—

v
S S Qs Sto = v s
M; Do = M (Q5 * Vo) = (Q—ngVQ = (Q5V¢) = D;o.
9

With u € H:?(R"), one can take an approximating sequence {¢;} jen C C°(R™) with ¢; — u

in H*?®(R") and infer from the continuity of the operator M; that D3¢; = M;D5p; — M;Diu in

LP(R™). This shows that u € H>?9(R") with Diu = Mtngu € LP(R™). The bound (3.38) follows
now from (3.39).

Finally, the statement for u € Hé’p ’5(Q) follows by extending u to R"” by zero, noting that then
the nonlocal gradient of u is zero in Q°. m]

Remark 3.3.5. a) We note that this approach does not extend to p = 1, since the Mihlin-Hérmander
theorem is not valid in this case. Moreover, this approach does not apply to u € H*?%(Q) because
it requires functions to be defined on all of R" for the Fourier transform techniques. In fact, there
is no obvious way of how to extend functions in H*?%(Q), as they can be ill-behaved in the strip
Qs \ Q.

b) An inequality of the type (3.38) does not hold for the fractional gradient, which can be seen
from the homogeneity property. Indeed, for u € C°(R") and 0 < s < t < 1, we may define for
A > 0 the function uy := A/P~ty(A-). Then, we can calculate that for x € R”

D'u;(x) = A"PD'u(Ax) and D uy(x) = AP~ DSy (Ax).

This gives ||D'u;||1rrnrn) = ||D'ullLr (rnmn), whereas ||DSu;||1rrage) = A~ 79| DSul|1p (o).
Letting A — 0 shows that (3.38) cannot hold for the fractional gradient. A

As a consequence, we derive the following generalization of the convergence result Lemma 3.3.2
to the nonlocal Sobolev setting.

Theorem 3.3.6. Letp € (1,00) and let {s;}jen C [0,1] be a sequence converging to s € [0, 1] with
§ :=sup;cy Sj- Then, it holds for everyu € H>PO(R") that

D;ju — Dju in LP(R";R") as j — oo.
IfQ c R" is open and bounded and u € Hg’p’5(Q), then
D;ju — Diu in LP(Q;R") as j — oo.
Proof. Take ¢ > 0 and ¢, € C°(R") such that ||u — @¢||gspsrn) < ¢, cf. Theorem 3.2.8. Then, due
to Corollary 3.3.4,
||D;’(u — qDS)HLP(R";R") < Ce for all] eN and ||Dfs(u - QDE)HLP(R";R") < Ce.

If we choose j large enough so that || D§¢. — D;j @ellLr (rrrny < €, which is possible by Lemma 3.3.2,
we obtain
IDgu = DY ullirmegry < IID5(u = @) llLe mrmn) + ID0e — DY @cllLe (remm)
+ D5 (4 = @) [l (rmem)
< (2C+1)e,
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and letting ¢ — 0 yields the desired convergence. The case u € Hg’p ’5(9) follows again via exten-

sion. O

Remark 3.3.7. For the particular case of localization to the classical gradient, i.e., whens; — 1as
J — oo, the convergence D;ju — Vuin LP (Q; R™) withu € W?(Qs) holds without imposing com-
plementary values. Indeed, by Proposition 3.2.2 and Lemma 3.3.1, we can bound || Dju||r (o:rn) <
ClIVul|r (qsrn) uniformly in s, and then, a similar argument to that of the proof of Theorem 3.3.6
applies. A

As another consequence of (3.38), we establish a nonlocal Poincaré inequality with a constant
independent of the fractional order s. The proof builds on two pillars, namely the estimate of
Corollary 3.3.4, which says that it is enough to prove the inequality for s = 0, and in order to achieve
the latter, a version of the fundamental theorem of calculus for the case s = 0 from Proposition 3.2.9.

Theorem 3.3.8 (Nonlocal Poincaré inequality with uniform constants in s). Lets € [0,1],
p € (1,00) and Q C R" be open and bounded. Then, there exists a constant C > 0 depending only on

Q, § and p such that for allu Hg’p’5(Q),
lulle (@) < ClIDgullLe oirn)- (3.40)

Proof. Given Corollary 3.3.4, it suffices to prove (3.40) for s = 0. Moreover, we may assume by
density (cf. (3.18)) that u € C°(Q_s). Proposition 3.2.9 together with the fact that supp(Dgu) cQ
then implies

lullLe (o) < IRDZullern) + |QIWsll Lo ngm ID3ull e (oirr) < ClID3ullLe (0srR),
where the second inequality uses the LP-boundedness of the Riesz transform. ]

Finally, we present a compactness statement for sequences that are bounded in nonlocal spaces
of different order. It will be used later in the proof of the I'-convergence result in Section 3.6.

Lemma 3.3.9 (Weak compactness of sequences in varying order nonlocal spaces). Letp €
(1,00) and Q c R" be open and bounded with Q_s a Lipschitz domain. Consider any sequence

{sj}jen C [0,1] converging tos € [0,1] andu; € H;j’p’ﬁ(Q) for j € N with

s,
sup || Dy ujllLe (@rn) < 0.
jeN

Then, up to a non-relabeled subsequence, u; — u in L (Qs) withu € H;’p’é(Q) and as j — oo,
D;juj — Diu inLP(Q;R") and D;juj(x) — Dsu(x) forae x € Q\ Q_s.

Additionally, if s > 0 then alsou; — u in LP (Qs).

Proof. In view of the Poincaré inequality of Theorem 3.3.8, we observe that

S,
sup [|ujllr (o) < Csup [|Dy ujllLe (@rn) < 0.
jeN jeN

Therefore, we can extract a subsequence of {u;}jen (non-relabeled) and find u € LP(Qs) and V €
LP(Q;R™) such that

uj — u inL?(Qs) and D;juj —V in LP(Q;R")
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as j — oo. Note that u = 0in Qs \ Q_s, since the same holds for the functions u;. To show that
ue Hg’p’é(Q) and V = Dju, take ¢ € C;°(Q;R") and observe that

/V~<pdx= lim D;jujwpdx:—lim ujdivgj<pdx:—/ udivy ¢ dx,
0 Qs

Jj—oo Jj—oo Qs
where the last equality results from the weak convergence u; — u in LP(Qs) and the uniform
convergence divfsj ¢ — divy ¢ by Lemma 3.3.2. Hence, u € HSP(Q) with Dju =V, and Proposi-
tion 3.2.10 implies u € Hg’p’a(Q), since u = 0 a.e. in Qs \ Q_s and Q_; is Lipschitz.

It remains to prove the pointwise convergence of the nonlocal gradients outside of Q_s. To this
end, we observe in view of Remark 3.2.1 that for any t € [0,1] and v € Hé’p’é(Q),

(dg x0)(x) ifte[0,1),

Dso(x) = {0 o1 (3.41)

for a.e. x € Q\ Q_g; note that |90Q_s| = 0, so that this set may be ignored. If s # 1, it holds for any
€ > 0 that d;j — d§ uniformly on B,(0)° as j — co. Consequently,

lim DYy = lim [ (0} (x=y)dy = [ u(w)d3ix-y)dy = Dju(x)
j—oo = Jo s

Qs

fora.e. x € Q\ Q_s. In the case s = 1, we have d;j — 0 uniformly on B,(0)€ as j — oo due to the
convergence ¢ps; — 0. The same argument then yields the desired pointwise convergence in light
of (3.41).

Finally, if s > 0, one may assume without loss of generality that s := infjens; > 0. We can

then exploit the continuous embeddings ng P ’5(9) — 1P ’5(Q) for j € N with uniform constants,

0
s.p.8

which follow in light of Corollary 3.3.4, to deduce that u; — u in Hy"™"(Q). Then, u; — u in

LP(Qs) by the compactness result in [31, Theorem 6.1 and 7.3]. O

3.4 Weak lower semicontinuity and existence theory

This section is devoted to characterizing the weak lower semicontinuity of integral functionals
depending on the nonlocal gradient, that is, functionals of the form

F(u) = /Qf(x,u(x),Dfsu(x)) dx foruce H;’p’a(Q; R™), (3.42)

where s € (0,1), p € (1,0), Q ¢ R" is open and bounded, g € HS’P’5(Q; R™), and f : Q x R™ X
R™ " — R is a suitable integrand with p-growth. Using the connection between the nonlocal
gradient and the classical gradient from Theorem 3.2.13, we can employ a translation procedure
along the lines of [140] to conclude that the weak lower semicontinuity of F is equivalent to the
quasiconvexity of f in its third argument. In fact, the quasiconvexity is only required in Q_s, which
is due to the strong convergence of the nonlocal gradient in Qs \ Q_s from Lemma 3.2.12.

Theorem 3.4.1 (Characterization of weak lower semicontinuity). Lets € (0,1), p € (1,00),
Q c R" be open and bounded with |0Q_s| = 0 and g € H*PO(Q;R™). Further, let f : Q x R™ x
R™*" — R be a Carathéodory function satisfying

—C(1+ [zl +|Al9) < f(x,2,A) < C(1+ 2l +]AF)
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fora.e x € Q and all (z,A) € R™ x R™" withC > 0 and q € [1, p).
Then, F from (3.42) is weakly lower semicontinuous on H;’p’g(Q; R™) if and only if

f(x,z,-) is quasiconvex fora.e.x € Q_s and allz € R™, (3.43)

i.e., it holds for a.e. x € Q_s and allz € R™ withY = (0,1)" that
f(x,z,A) < /f(x, z,A+Vo(y))dy forally € Wol’m(Y; R™) and A € R™",
Y

Proof. The proof follows the lines of [140, Theorem 4.1 and 4.5], we detail the differences for the
reader’s convenience.

Step 1: Sufficiency. Assuming (3.43), let {u;}jen C H;’p’a(Q; R™) be a sequence that converges

weakly to u in Hgs’p ’S(Q; R™). We divide the proof by splitting the integral functional F and con-
sidering separately the integral contributions over Q_s and Q \ Q_s.

Since u; — u in LP(Qs;R™) by [31, Theorem 7.3] and Qju; — Qju in WP (Q; R™) by Theo-
rem 3.2.13 (i), we conclude

f(x,u,Diu) dx = ‘/Q e, u, VQsu) dx
-5

Qs

< lim inf/ f (e uy, VQO3su;) dx (3.44)
Qs

Jj—oo

= lim inf/ f(x,uj, Dgu;) dx,
j—oo ol
where the inequality is due to the quasiconvexity and p-growth of f, with the exact argument
of [140, Theorem 4.1] involving Young measures. Note that this requires the negative part of the
sequence {f (-, uj, VQ3u;)} jen to be equi-integrable, which is guaranteed by the lower bound on f.
Secondly, for the integral on Q \ Q_s, we invoke from Lemma 3.2.12 the convergence

Dju; — Diu € LP(Q \ O; R™")

for any O » Q_s . Hence, a well-known strong lower semicontinuity result (e.g., [112, Theo-
rem 6.49]) yields

f(x,u, Dsu) dx < liminf f(x, uj, Dgu;) dx.
o

Q\ = Jovo

Letting O | Q_s implies, using once again the equi-integrability of the negative part of the sequence
{f (-, uj, D§u;j)}jen and the assumption |9Q_s| = 0, that

/ f(x,u, Dju) dx < lim inf/ f(x,uj, Dgu;) dx. (3.45)
Q\Q_s Q\Q_s

‘]%00

The sufficiency now follows from adding (3.44) and (3.45).

Step 2: Necessity. Analogously to the proof of [140, Theorem 4.5], we may assume without loss
of generality that g = 0. In order to prove the stated quasiconvexity of f, let us fix (x, zg, Ag) €
Q_s5 x R™ x R™" Using Lemma 3.4.2, we may select a ¢y € C.°(Q_s; R™) such that

®o(x0) = 2o and Dipo(x0) = Ag. (3.46)

Consider any ¢ € W01’°°(Y; R™) and assume that xo + Y € Q_g; the latter can be done without
loss of generality in light of the scaling and translation invariances related to the definition of
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quasiconvexity, see e.g., [75, Proposition 5.11]. If we fix p € (0, 1) and periodically extend ¢ to R",
we can define the sequence {q)j.)}jeN c WL*(R";R™) by

P (p(j (x — xo)
Pf(x) =11 p
0 otherwise,

forxeY, =x9+(0,p)",
| pExt O

As this is a periodically oscillating sequence that converges to zero essentially uniformly, we find
that (pf — 0in WL (R™;R™) as j — oo.

Take a cut-off function y € CZ(Q_s5;[0,1]) with y = 1 on xp + Y and define the sequence
{uj}jen C Hg’p’(s(Q; R™) given by

uj = o + P30l

which converges weakly to ¢, in Hg’p ’6(9; R™) in light of the continuity of P; in Theorem 3.2.13 (ii).
In particular, we have u; — o in LP(Qs; R™) by [31, Theorem 7.3]. Moreover, it holds by the Leib-
niz rule in Lemma 3.2.11 and the fact that Dngfpf = Vq)j.) that

Diu; = Dy + )(V(pj.) +KX(P§¢§’).
Observe that KX(PS‘/’;')) — 0 in LP(Q;R™ ") as j — oo due to the boundedness of K, and that
p_ p . p . .
)(Vq)j = quj on Q since ¢ is zero outside Y),.

Finally, we exploit the weak lower semicontinuity of F on Hg’p ’5(Q; R™) to derive
‘/Qf(x, @0, Do) dx < lijrr_l)ioglf‘/gf(x, uj, Dyu;) dx

= lim inf/ f(x,uj, Do + quf + KX(ngpf)) dx
YP

j—ooo

+ f(x,uj, Do + KX(ngof)) dx
Q\y,

<timinf | fxguDipo+ Vg dx+ [ fxn Dygn) dx.
J=ee Jy, Q\Y,

where the last inequality uses [140, Lemma 4.10] to remove all the terms that converge strongly to

zero. In view of the p-growth of f, the integral over Q\ Y, is finite, so that subtracting it from both

sides gives

/ f(x, 90, D3epo) dx < liminf/ f(x, q)O,DquoO+V<pf)dx.
Y, J=e Jy,

Because ¢ and D¢, are continuous and satisfy (3.46), the rest of the proof follows by mimicking
Steps 2-4 of [140, Theorem 4.5]. O

The following lemma was used in the previous proof and shows that one can construct smooth
functions with compact support whose nonlocal gradient has a desired value at a point. The proof
is omitted here, as it is nearly identical to [140, Lemma 4.3], given that wy is radial by (H1).

Lemma 3.4.2. Lets € (0,1) and let Q@ C R" be open and bounded. For any xy € Q_s, z € R™ and
A € R™", there exists a ¢ € C.°(Q_5;R™) such that ¢(xo) = z and D3p(xo) = A.

With the perspective of Section 3.2.5, there is an alternative approach to proving Theorem 3.4.1
that passes through the characterization of weak lower semicontinuity of functionals depending
on Riesz fractional gradients from [140]. For simplicity, we take g = 0 and drop the dependence on
xandzin f.
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Alternative proof of Theorem 3.4.1. Step 1: Sufficiency. Let {u;} jen C Hg’p’5(Q; R™) converge weakly

in Hg’p’5(Q; R™) to the limit functionu € Hg’p’5(Q; R™). As a quasiconvex function, f : R™" — R
is also rank-one convex and hence, locally Lipschitz continuous in the sense that

If(A) - f(B)| < C(1+|AJP™ +|BIP")JA-B|  forall A B € R™*"

with a constant C > 0, cf. e.g., [75, Proposition 2.32].
Consider the auxiliary function

hu(x,A) = To(x)f(A+ (VRS *u)(x)) forx € R" and A € R™",
which is Carathéodory, quasiconvex in the second variable, and satisfies the growth bound
|hu(x, A)| < C(1+ AP + (VR % u) (0)1F) < C(1+IAIP + [lull], o, gom))>

with the last step using the boundedness of VRS. By the local Lipschitz continuity of f, we also find

’/Qf(Dguj) dx—/Rn hy(x, D*u;) dx‘
< C(1+ ID5ujlle (ourmxny + llujllLe (osmmy + llullie (osrmy) luj — ulle (@smmy — 0

as j — oo. Since u; — u in Hg’p(Q_(g; R™) by Lemma 3.2.16 and h,, fulfills the requirements
of [140, Theorem 4.1], the desired lower semicontinuity results from

lim inf F(u;) = lim inf/ f(Dsu;) dx = lim inf hu(x, D*u;) dx

2‘/Rnhu(x,Dsu)dx:/Qf(Dfsu)dx:]-"(u).

Step 2: Necessity. Suppose F is weakly lower semicontinuous on Hg’p ’5(Q; R™). Fix (x9,Ag) €
Q_s5 x R™" and using Lemma 3.4.2, let ¢ € C°(Q_s;R™) be such that Dg(p(xo) = Ay. A similar

reasoning as in Step 1 shows for any sequence {u;}jen C Hg,p (Q_5;R™) converging weakly in
Hg’p(Q_5; R™) to ¢ and with {D*u;} jen p-equi-integrable that

liminf/ hy(x,D°u;j) dx > liminf/ f(D3u;) dx > / hy(x, D) dx,
j—ooo n j—oo Q R”
where the first inequality uses the p-equi-integrability of {D%u;}jen and the strong convergence

VRS#uj — VRS*@in LP (Q; R™™) to apply a well-known freezing lemma (see e.g., [140, Lemma 4.10]).
The proof of [140, Theorem 4.5] then yields for all v € Wol’°°(Y; R™),

hyho.A0) < [ ol Ao + ¥0) .
Y

If we further suppose that supp(¢) C B(xo, bod), which is possible by Lemma 3.4.2, then (VR =
¢)(xo) = 0 since VRS = 0 in B(0, byd), see (3.74). Therefore, the inequality turns into

) < /Y F(Ao+ Vo) dy,

as desired. m]
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Let us briefly comment on the role of quasiconvexity in Theorem 3.4.1, especially in relation
with a new generalized convexity notion that can be considered natural in our nonlocal setting.
For simplicity, we assume that f is constant in the x- and z-variables.

Remark 3.4.3 (Dj-quasiconvexity). Let f : R™" — R be a measurable function. We call f
D3-quasiconvex if for every A € R™",

f(A) < /Y fA+D3Y(y)dy  forally € HY™(Y;R™), (3.47)

whenever the integral on the left-hand side exists.

Under consideration of Remark 3.2.14c) and by using the characterization of quasiconvex-
ity with periodic test functions (see e.g., [75, Proposition 5.13]), it follows immediately that D}-
quasiconvexity is equivalent to the usual quasiconvexity. An analogous result for fractional in-
stead of nonlocal gradients was established in [140], by showing equivalence of quasiconvexity
with a-quasiconvexity, where o = s.

In fact, opposed to the fractional case, one can show here that for continuous f : R™" — R, the
periodic test functions in (3.47) can equivalently be replaced by test functions in the complementary-
value space Hg’oo’5(Q; R™) for any open and bounded Q c R™. The resulting generalized convexity
notion defined by

f(A) < Ql / f(A+D5y(y)) dy forall ¥ € Hg’oo’(s(Q; R™) and A € R™*" (3.48)

is indeed equivalent to quasiconvexity as well. To see this, we observe first that quasiconvexity
implies (3.48) since it holds for any ¢/ € Hg’w’é(Q; R™) that
¢ =Q5p € Wol’m(Q;Rm) with Vg = D3y,

cf. Remark 3.2.14. Conversely, for any given ¢ € W01’°°(Y; R™), one can consider the sequence
{j}jen given by

o P $,00,8 .

Y= xPse; € Hy " (QR™),

where p € (0,1) is fixed and (p and the cut-off function y are as in Step 2 of the proof of

Theorem 3.4.1. Then, with s1m11ar arguments and the compact embeddlng of HSP 6((2 R™) into
L*(Qs;R™) for p > n/s, see [31, Theorem 7.3], we obtain D3y/; — Vgo — 0in L°°(Q R™*™) as
Jj — 0. Using the continuity of f and (3.48) then implies

£ < tim o [ flas D) dy = lim o [ fla+ o)) d

12 -

Iyl A
-2 [ flar Vo) dy+ o pa,

which shows the quasiconvexity of f. A

With the previous findings at hand, the following existence result is now a simple consequence
of the direct method.

Corollary 3.4.4. Lets € (0,1), p € (1,00), Q C R" be open and bounded with |0Q_s| = 0 and
g € H*P9(Q). Suppose that f : Q x R™ x R™" — R is a Carathéodory function satisfying

clAl? = C < f(x,2,A) < C(1+|z|P + |A|P)

fora.e. x € Q and all (z,A) € R™ x R™" with constants ¢, C > 0. IfA — f(x,z, A) is quasiconvex
fora.e.x € Q_s and allz € R™, then F as in (3.42) admits a minimizer in H;’p’(s(Q; R™).
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Proof. If {uj}jen C Hgs’p ’5(Q; R™) is a minimizing sequence for F, we find by the coercivity bound
on f that {Dju;}jen is a bounded sequence in LP(Q; R™*"). By the nonlocal Poincaré inequality

in [31, Theorem 6.2], it follows that {u;} jen is a bounded sequence in H;’p’(s(Q; R™), so that, up to
a non-relabeled subsequence, u; — u in Hgs’p’a(Q; R™) for some u € H;’p’a(Q; R™). Together with
Theorem 3.4.1, this shows that u is a minimizer of F over Hgs’p ’5(9; R™). O

3.5 Homogenization and relaxation

In the next step, we aim to prove new relaxation and homogenization results for our nonlocal
functionals. Both will follow as corollaries of a more general, abstract statement about the T'-
convergence of integral functionals with dependence on nonlocal gradients, which is of indepen-
dent interest. Our approach relies on the connection between the nonlocal and classical gradient,
as established in Section 3.2.4, in order to reduce the problem to a standard setting.

Throughout the section, let s € (0,1), p € (1,00) and Q C R” be an open and bounded set with
|0Q_5s| = 0, and g € H*?%(Q; R™). Further, we assume that the readers are familiar with the basics
of I'-convergence, and refer to [49,80] for a comprehensive introduction.

Let us start with some necessary notations in preparation for the announced abstract I'-conver-
gence result. For any Carathéodory integrand f : Q x R™" — R with standard p-growth and
p-coercivity, i.e., there are constants C, ¢ > 0 such that

c|AlP = C < f(x,A) < C(|AIP +1) (3.49)

for a.e. x € Q and all A € R™*", we define the three integral functionals Tr: LP(Q_s5R™) - R,
jf : LP(Q \ Q_(g; Rmxn) — R and ]:f : LP(Q(g; Rm) — Ry as

f(x, Vo) dx forv € WP (Q_g5;R™),
If(U) = Qs
00 otherwise,

Tr(V) = /Q L ftev

and

1)
(x, D3u) dx for u € HP° (Q; R™),
Fr(u) = /Qf 0 I
00 otherwise,

respectively.

Theorem 3.5.1 (General I'-convergence result). Suppose fj, foo : Q X R™" — R for j € N are
Carathéodory integrands satisfying (3.49) uniformly in j and

|fi(x, A) = fij(x,B)| < M(1+|AP"" +|B[P~")|A - B| (3.50)

foraex e Q,allA,B € R™" andall j € N with a constant M > 0. If the sequence {Zy,} jen converges
to Ly, in the sense of I'-convergence regarding the strong topology in LP (Q_s5;R™) as j — oo, in short,

F(Lp)- lim Ifj = Ifw (3.51)
Jj—

and

Jf,

J

— Jr, pointwise, (3.52)
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then

[(LP)- lim Fy, = Fp,, (3.53)
Jj—00

that is, { Fy, } jen I'-converges with respect to the strong topology in LP (Qs; R™) to Fy, as j — oco.
Moreover, every sequence {u;} jen C LP(Qs;R™) with uniformly bounded energy sup; Fy, (u;) <
oo has a converging subsequence in L (Qs; R™).

Proof. By adding a constant, we may assume without loss of generality that f; for j € N and f., are
non-negative. Further, we observe upfront that due to (3.50), the functionals JF, for j € Nare locally
Lipschitz on LP(Q \ Q_s; R™ ™) with a uniform Lipschitz constant. The pointwise convergence
Jf;, = Jf, in (3.52) is therefore equivalent to locally uniform convergence; in particular, it holds

for any sequence V; — V in LP(Q \ Q_s5; R™*") that

jh_{lolo Jf (Vj) = Tg, (V). (3.54)

The rest of the proof is split into the usual steps, proving first compactness to obtain the add-on
and then, the liminf-inequality and a complementary upper bound via the existence of recovery
sequences, which in combination yields (3.53).

Step 1: Compactness. In view of the lower bound in (3.49), this is an immediate consequence of
the Poincaré inequality and compactness result in Hgs’p ’5(9; R™) (cf. [31, Theorem 6.1 and 7.3]).

Step 2: Liminf-inequality. Let {u;}jen C LP(Qs;R™) be a convergent sequence for j — oo
with limit u € LP(Qs;R™). Suppose without loss of generality that liminf; e Fp,(u;) =
limj_,c Ff(u;) < oco. It follows then from the coercivity bound in (3.49) that {u;};en
H;’p’(s(Q; R™) is bounded and thus,

N

uj—=u in H;’p’(s(Q;Rm).
By Theorem 3.2.13 (i), it holds that Q5u; — Qju in WP (Q;R™) with VOiu = Dju and VQju; =
Djuj for j € N. Hence, the liminf-inequality from the I'-convergence of {Zy,} jen in (3.51) yields
Joo(x, Dyu) dx = T (Qju) < liminf 7 (Qju;) = lim inf/ fi(x, Dsu;) dx. (3.55)
Qs j—ooo jooo Qs

Additionally, for any O € R" open with Q_s € O, it holds according to Lemma 3.2.12 that
To\oDju; — TaoDsuin LP(Q\Q_s; R™™). We then find in view of (3.54) and the non-negativity
of the functions f; that

ijO(“ Q\ngu) = ]111’1’1 jfj(ﬂ Q\nguj) < 11}’1’1 inf jf] (D;u]) + / f}'(x, 0) dx.
—00 —00 O\Q 5
Due to 0 < fj(+,0) < Cforall j € Nand [9Q_s| = 0, one may let O tend to Q_s to conclude

/ foo(x, Du) dx = Jf, (Dzu) < liminf Jr, (Dsu;) = lim inf/ fi(x, D3u;) dx.
Q\Q_s j—oo jooo Q\Q_s

Finally, combining this with (3.55) yields the desired liminf-inequality lim inf; o F, (u;) > Fp (u).
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Step 3: Limsup-inequality. Take u € Hgs’p’a(Q;Rm) with Fp (u) < oo and define v = Qfu €
WLP(Q;R™), which satisfies Vo = Dju on Q by Theorem 3.2.13 (i). We need to construct a recovery
sequence (u;); C H;’P’(S(Q; R™) that converges to u weakly in L?(Q; R™) and satisfies

lim sup F¥, (uj) < Fp (u). (3.56)

J—)OO

To this end, let ¢ > 0 be fixed. The upper bound from the I'-convergence of {Zy,} jen to Zy, in
combination with an argument to enforce boundary conditions as in [80, Proof of Theorem 21.1]
allows us to find a sequence {v;} jen € WP (Q_s; R™) with the properties that v; = v in Q_5 \ U,
for all j € N with some open U, € Q_s,v; — v in LP(Q_5;R™), and

lim sup fi(x,Voj)dx < foo(x, Vo) dx + £ < o0. (3.57)

jooo JQ_s Qs

As a consequence of (3.57) together with the coercivity bound in (3.49) and Poincaré’s inequality,
the sequence {v;} jen converges not only in L?, but also weakly in WP, that is,

vj—0—0 inW"P(Q_sR™). (3.58)

After extending {v; — v}jen by zero to a sequence in W' (R";R™), we conclude from Theo-
rem 3.2.13 (ii) that
ij = Pi(v; —v) € HPP(Q;R™)

satisfies D5u; = V(v; — v) on Q. Hence, under consideration of (3.58) and Lemma 3.2.15,
i; —0in LP(Q;R™) and ; — 0in H*P9(Q; R™) (3.59)
as j — oco. Considering a cut-off function y € C.°(Q_s) with y = 1 on U,, we define
uj=u+ i € H;’p’é(Q;Rm) for j € N.
Then, by the Leibniz rule in Lemma 3.2.11,
Dju; = Dyu + yDiii; + Ky (i) = Vo + yV(0; — 0) + K, (i)

for every j € N; note that, in particular, Dju; = Vo; + K, () on U, while Dju; = Dju + K, (i;) on
Q \ U, since V(v; — v) is zero there. As j — oo, we have in view of (3.59) that

uj > uin IP(Q;R™)  and K, (i;) — 0in LP(Q; R™"). (3.60)

To show (3.56), we split up the functionals F. ¥, into three integrals over U, Q\ Q_s, and Q_5\ UL,
and study their asymptotic behavior for j — oo separately. First, since the local Lipschitz condition
(3.50) in combination with Hélder’s inequality, (3.58), and the second convergence in (3.60) shows

jh_)n(}o/U |fj(x, Voj + K\ (i1;)) — fj(x, Voj)|dx =0,
we can use (3.57) to infer

lim sup/ fi(x,Dsu;)dx = limsup [ fj(x,Vo;+K,(ii;)) dx
-0 Ju, jooo Ju,

=limsup [ fj(x, Vo;)dx (3.61)

Jj—oo U,

< foo(x,Vo)dx + ¢ = foo(x, Dgu) dx +«.
Q_s Qs
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Second, Dju; = Dju + K, (i;) — Dju in LP(Q \ Q_s5; R™") along with (3.54) implies
lim fi(x, Dsu;) dx = lim Jr,(Dsu;) = Jp=(Dgu) = / fool(x, D3u) dx. (3.62)
Jj—oo Q\Q_s j—ooo A\Q_s
For the third integral expression, we find with the upper bound in (3.49) that
lim sup/ fj(x, Dgu;) dx < limsup C(||Dgu + K, (1) |lr (0_s\v.) + Q-5 \ Uel)
j—ooo Q_s\Ue Jj—ooo (363)
= C(IDsulle (o_s\v.) +19-5 \ Uel).
Summing (3.61), (3.62) and (3.63) finally gives
lim sup .7-"fj(uj) < Fr(u) + C(“Dgu”LP(Q_é\Ug) +]Q_ s\ Ug|) + e

j—ooo

Letting U, T Q_s and ¢ | 0 finishes the proof of (3.56) after choosing an appropriate diagonal
sequence. o

As indicated before, the above theorem enables us to carry over well-known results on varia-
tional convergence for standard integral-functionals to our nonlocal setting. One example we wish
to highlight here lies within the variational theory of homogenization. Given the classical findings
in [48,168], we can derive the I'-limit of nonlocal functionals with periodic oscillations in the space
variable as an immediate consequence of Theorem 3.5.1. It turns out that the homogenized inte-
grand complies with the same (multi-)cell formula as in the classical case when integrating over
Q, while in the strip where complementary-values are prescribed, an averaging of the integrand in
the fast variable occurs.

Corollary 3.5.2 (Homogenization). LetY = (0,1)" andlet f : R"XR"™*" — R be a Carathéodory
integrand that is Y -periodic in its first argument and satisfies for a.e.y € R" and all A, B € R™*" that

c|Alf = C < f(y, A) < C(IAIP +1)
and
If (v, A) = f(y.B)| < M(1+|A]P™" + |B|P™")|A - B| (3.64)

with constants ¢, C, M > 0. Further, let the functionals F¢, Fhom : LP (Qs; R™) — R with e > 0 be
defined as

X s,p,0
f(—,Dsu) dx foru e H, PO Qs R™),
-Fe(u) = /Q £ J g
) otherwise,

and

fhom(Djsu) dx + / f(Dgu) dx forue Hgs’p’5(Q; R™),
Fhom () = Jas Q\Q-5
00 otherwise,
where f := /Y f(y, -)dy and fhom is the classical homogenized integrand given for A € R™" by

from(A) = lim kininf{ /k S@Asvom)dy v Wh (kY; R’")}. (3.65)

Then, the convergence
F(Lp)-lin% Fe = Fhom
E—

holds, along with the corresponding compactness in L? (Qs; R™).
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Proof. Let {¢;}jen be a sequence with ¢; — 0 as j — oo and set

x ) _
fixA) = (S A) for je N and  fu(xA) = To_ () from(4) + Tora_,(x)f(A)
J
forx € Qand A € R™*". To conclude the statement from Theorem 3.5.1, it suffices to verify the two
convergence conditions (3.51) and (3.52) for these specific choices of f; and f.. Indeed, (3.51) follows
from a classical homogenization result, see e.g., [50, Theorem 2.1]. For (3.52), we note that since
Jf; is locally Lipschitz on LP (Q \ Q_s; R™*") with a constant uniform in j by (3.64), it is enough to

prove the pointwise convergence on a dense set, for example on C(Q; R™ ™). For V € C(Q; R™"),
the convergence

lim J;,(V) = lim f(i, V) dx = / f(V)dx = Tg (V)
joo = Jo\a_s ‘&) A\Q_s

follows from the fact that (y,x) — f(y,V(x)) is an admissible two-scale integrand (cf. [9, Corol-
lary 5.4]). O

As a special case of the homogenization result when the integrand does not depend on y, we
derive a relaxation result for functionals F : L?(Qs; R™) — R, of the form

s . P8y, mm
Flu) = /Qf(D(Su) dx ifu € H"(Q;R™), (3.66)

otherwise.

Recall that the relaxation of F with respect to LP-convergence is given by
Fl(u) = inf {liminff(uj) D uj — uin LP(Qs; Rm)},
J—?OO

which corresponds to the I'-limit of the sequence constantly equal to F (cf. [80, Remark 4.5]). Be-
sides, it is easy to verify in this case that the multi-cell homogenization formula in (3.65) reduces
to the quasiconvex envelope

FE(A) = inf{ /Y F(A+Vo)dx : ve W(Y: [R’”)}, A€ R,

The following statement is now an immediate consequence of Corollary 3.5.2.
Corollary 3.5.3 (Relaxation). Let f : R™*" — R be continuous and satisfy for all A, B € R™*"
c|AlP = C < f(A) < C(JAJP +1)
and
[f(A) = f(B)| < M(1+|AJP~" +|B]P™")|A - B

with constants ¢, C, M > 0. Then, the relaxation of F in (3.66) is given by

/ F9(D3u) dx + / f(Dswydx  ifu e HPO(Q;R™),
Q_s Q\Q_s

Frel(u) = (3.67)

) otherwise.

Remark 3.5.4. Note that the three I'-convergence statements in this section can be rephrased

equivalently for functionals defined on H;’p ’5(9; R™), if the latter is endowed with the weak topol-
ogy (cf. e.g., [80, Proposition 8.16]). A
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3.6 TI'-convergence for varying fractional parameter

Finally, we study the asymptotic behavior of the nonlocal integral functionals in (3.68) as the frac-
tional parameter s varies. Of particular interest is the critical regime s — 1, which leads to local-
ization, meaning a local limit functional, as we prove below.

The set-up in this section is similar to the previous one. Lets € [0,1],p € (1,00) andlet Q@ c R"
be open and bounded such that Q_g is a Lipschitz domain. Further, let f : Q X R™" — R be a
Carathéodory function with (uniform) p-growth and p-coercivity in the second variable, i.e., there
are constants ¢, C > 0 such that

c|AlP = C < f(x,A) < C(1+|AP) fora.e. x € Qand all A € R™",

We define the functionals F; : L?(Qs;R™) — R, as

/Qf(x, Diu(x))dx foru e Hg’p’é(Q; R™),

Folu) = (3.68)

) otherwise.

Recalling that Dé is defined to coincide with the classical weak gradient, i.e., D}Su = Vu, and the
identification of Hé’p ’5(Q ;R™) in (3.19), we have for s = 1 the local integral functional,

Fi(u) = /f(x, Vu(x))dx foruce Wol’p(Qg; R™) withu =0 a.e. in Q5 \ Q_g,
Q

and F; = oo otherwise in L?(Qgs; R™).

The next theorem establishes the variational convergence of the functionals {Fs};. The proof
combines the preparations and tools from the earlier sections, such as the compactness result
in Lemma 3.3.9 and the translation mechanism between nonlocal and local gradients of Theo-
rem 3.2.13.

Theorem 3.6.1 (I'-limits for s — s’ € [0,1]). Let Fs fors € [0,1] be as in (3.68) with the
additional property that f(x,-) is quasiconvex for a.e. x € Q_s. Then, the family {Fs}s converges
fors — s’ to Fy in the sense of I'-convergence, both regarding the weak and strong topology in
LP(Qs; R™), that is,

[(LP)-lim F, = Fy = T(w-L?)- lim F;. (3.69)

Sequential compactness of sequences with uniformly bounded energy holds with respect to the strong
topology in LP (Qs; R™) if s’ € (0, 1] and the weak topology in LP (Q; R™) ifs’ = 0.

Proof. Let {s;}jen C [0,1] be a sequence converging to s” € [0,1] as j — oo.
Step 1: Compactness. Let {u;}jen C LP(Qs;R™) with sup ey Fs; (#j) < oco. This implies u; €
ng’P’(S(Q; R™) for all j € N and by the coercivity bound on f, also
sup||D;juj||Lp(Q;Ran) < 00,
jeN
We can therefore use Lemma 3.3.9 to deduce the strong and weak sequential compactness of the
sequence {u;}; in L?(Qs;R™) when s’ € (0,1] and s’ = 0, respectively.
Step 2: Liminf-inequality for weakly converging sequences. Let u € LP(Qs;R™) and {u;};en C
LP(Qs;R™) with u; — u in LP(Qs; R™). Assuming without loss of generality that

lijrgioglffsj(uj) = ]lLrEost(uj) <
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yields u; € ng’p’é(Q; R™) for j € N and by the coercivity bound on f, also

S:
sup||D5’uj ”LP(Q;Ran) < 00.
jeN

Hence, Lemma 3.3.9 applies, which shows that u € Hg/’p ’S(Q; R™) with

DYu; —= Dju in LP(Q;R") and Dyu; » Dju ae.inQ\Q_sasj— . (3.70)
Defining

Sj . S, . ’
su; ifs; #1, sy ifs’ # 1,

vj = Qs *uj o forjeN and o= s o,
uj ifs; =1 u ifs’ =1,

we conclude from Theorem 3.2.13 (i) that {0;} jen € WP (Q;R™) and v € WP (Q; R™) with
Vo; = D;juj onQforjeN and Vo= Dg,u on Q. (3.71)

Moreover, as sup,c(q ) ||Qg”Ll(Rn) < oo by Lemma 3.3.1, the sequence {v;} ey is bounded in
WLP(Q;R™). In account of (3.70) and (3.71), one can find a non-relabeled subsequence withv; — v
in WhP(Q; R™), after a suitable choice of translations. The quasiconvexity (in Q_s) and p-growth
of f then allow us to invoke a well-known weak lower semicontinuity result (cf. e.g., [75, Theo-
rem 8.11]) to infer

f(x, Df;u) dx = f(x, Vo) dx
Q_s Qs

< liminf f(x,Vo;)dx = lim inf/ f(x, D;juj) dx.
jooo Qs

Jj—oo Qs

(3.72)

On the other hand, in view of the pointwise convergence from (3.70) and the fact that f is
Carathéodory and bounded from below by a constant, we may use Fatou’s lemma to deduce

liminf/ f(x,D;juj) de/ f(x,Dgu) dx. (3.73)
J7® JO\Q_s Q\Q_s

Summing (3.72) and (3.73) shows

lim inf F; (u;) > Fy (u),
J—)OO

as desired.

Step 3: Strongly converging recovery sequences. Our construction relies on the uniform conver-
gence of the nonlocal gradients in Lemma 3.3.2. The rest follows then via a standard density and
diagonalization argument.

To be precise, let us consider u € H, P ’5(9; R™), otherwise the limsup-inequality is immediate

due to Fy (u) = co. By the definition ongl’p’é(Q; R™), there is a sequence {ug }reny C Co°(Q_s5;R™)
with

w —>u  in P (Q;R™) as k — .

For each k € N, Lemma 3.3.2 shows D;juk — Dg,uk in LP(Q; R™*™) as j — o0, and we conclude
from Lebesgue’s dominated convergence theorem combined with the growth bound on f that

lim 7, (ux) = lim /f(x, D;juk) dx = /f(x, Dg’uk) dx = Fy(ug).
Jj—ooo Jj— Jo Q
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Since Dg’uk — Dfs'u in LP(Q; R™*™) as k — oo, an analogous reasoning gives limy_,o, Fy (ur) =
Fy (u). Altogether, we have that uy — u in L?(Qs; R™) and

lim lim F, (u) = Fo (u).
k—o0 j—00

Extracting a suitable diagonal sequence {uy; }jen via Attouch’s lemma finishes the proof. m]

Remark 3.6.2. a) We remark that the two I'-convergence statements in (3.69) are equivalent to
the LP-Mosco-convergence of the family { Fs}s to Fy.

b) Note that one cannot expect strong L”-compactness for {F;}s as s — 0, considering that
HYPO(Q; R™) = LP(Qs; R™) with equivalent norms (cf. Remark 3.2.6).

c¢) Throughout this paper, we work with the sequential definition of I'-limits, which may differ
in general from the topological definition for non-metric spaces. However, the equi-coerciveness
of the family {F} in LP(Qs; R™) (in fact, Fs(u) > c’||ul|1p(qzrm) — C for all u € LP(Qs5;R™) due
to Theorem 3.3.8) and the metrizability of the weak LP-topology on norm bounded sets guarantee
that the sequential T'(w-L?)-limit coincides with the topological one, see e.g., [80, Proposition 8.10].

d) It is not hard to see that an analogous statement to Theorem 3.6.1 holds also for more general
complementary values other than zero, e.g., for g € H'?%(Q; R™).

e) Under the additional assumptions required in the relaxation result of Corollary 3.5.3, we
can prove I'-convergence for {F;}s ass — s € (0,1] also in the case when f is a homogeneous
integrand that is not necessarily quasiconvex. Indeed, by first relaxing the functionals (cf. [80,
Proposition 6.11]), we find

[(L)- lim F; = T(L?)- lim Fre = Fre,

s—s’ s—s’
here, ]:;rel is given by the relaxation formula (3.67) for s € (0, 1), which extends also to the case
s = 1 because of classical relaxation theory. A

3.7 Conclusion

One of the two ingredients in the direct method of calculus of variations for proving the existence
of minimizers is weak lower semicontinuity of the functional. In the case of integral functionals,
it is closely linked to notions of convexity of the integrand. This paper shows that quasiconvexity,
the classical convexity notion in vectorial variational calculus, also characterizes weak lower semi-
continuity of functionals depending on nonlocal gradients D§ (Theorem 3.4.1). As a consequence,
we could establish a general existence theory for this class of energy functionals (Corollary 3.4.4).

The technical foundation for our new findings lies in suitable translation operators that allow
switching between nonlocal and classical gradients, as well as fractional ones, as stated in Theorem
3.2.13. This result has interest on its own and can potentially be useful in various problems involv-
ing nonlocal gradients. However, this does not imply that the nonlocal framework automatically
inherits every result from the local case; in particular, this translation technique does not preserve
boundary conditions.

As an application, we derive a general statement about variational convergence, which allows us
to carry over established I'-convergence results from the local to the nonlocal setting. We illustrate
the flexibility of this method with the example of homogenization and relaxation (Corollaries 3.5.2
and 3.5.3). In both cases, the integrand of the limit functional shows the same form in the classical
case, i.e., a multi-cell formula for the homogenized integrand and a quasiconvex envelope for the
relaxed one, except for the collar region.
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Finally, we considered the asymptotics for varying fractional order, proving the continuity of
the energy functional with respect to s, Theorem 3.6.1. The two main ingredients for the proof are
a Poincaré inequality independent of s (Theorem 3.3.8) and an extension of the nonlocal version of
the fundamental theorem of calculus to s = 0 (Proposition 3.2.9). As a particular case, we obtained a
localization result when s goes to 1, recovering a classical limit problem. An alternative localization
of interest for future work is to study the limit of vanishing horizon § — 0 under the assumption
of a normalized kernel.

Appendix 3.A Comparison with the Riesz potential kernel

To provide the technical basis for quantitative comparisons between the convolution kernel that
can be used to represent the nonlocal gradient and the Riesz potential kernel, which plays the
analogous role for the Riesz fractional gradient, we collect here several useful properties about the
quantity

Rfs = Q; - L

with s € [0, 1).
Recalling the definitions of Qf and I _s in (3.16) and (3.10), (3.11), respectively, we can represent
R} as
()

Cws(t) -1
cn,S/ Ldt ifn+s—-1>0,
|

n+s
x| t

Ry(x) =

“ ws(t 1
01,0/ wét( ) dt + = log(|x]) ifn=1ands=0
|

x|

for x € R™ \ {0}; note that ¢, s = ;Ll_l and ¢y = % As a consequence,
n.

VR5(x) = cns(1— W5(x))|x|n% for x € R", (3.74)

foralln > 1ands € [0, 1). Observe that VR € LY(R™;R™) N C*(R"™;R") for s € (0,1) and
Do — D¢ =V((Q5—IL_s) @) = VR x ¢ forall ¢ € CZ(R"). (3.75)
Since 1 — w; is zero near the origin by (H3), Rj is constant near the origin.
The Fourier transform of R§ for any s € [0, 1) satisfies

RS(8) = Q3(8) - for [¢] > 1; (3.76)

1
|27 E]1=e

ifn+s—1 > 0, this follows directly from the well-known formula for fl_s (see e.g., [122, The-
orem 2.4.6]), and also the case n = 1 and s = 0 is standard; one can argue via the fact that the
distributional derivative of —7—1r log(|-|) corresponds to the distribution

n +— lim de forn € S(R),

rl0 J(—rrye X

whose Fourier transform equals isgn (see e.g., [122, Eq. (5.1.12)]); note that in this case Efs is only a
tempered distribution on R”, but for convenience we view it as a function outside B(0, 1).

The following auxiliary result establishes estimates on the decay behavior of the Fourier trans-
form of R and its derivatives.
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Lemma 3.A.1. Lets € [0,1) and let B, w € N be multi-indices. Then, there exists a constant C > 0
independent of s such that

|§||ﬁ||a“§f5(§)| <C forall|§] > 1. (3.77)

Proof. Throughout the proof, we use C to denote possibly different constants that do not depend
on s; note in particular, that we may ignore the constant ¢, s, since it is bounded for s € [0, 1).
Additionally, we may restrict to the case |f| > |w| + 2 since |£| > 1.

We observe first that by the boundedness of the Fourier transform from L' (R"; C) to Cy(R"; C)
in combination with standard properties of the interaction between the Fourier transform with
derivatives (see e.g., [122, Proposition 2.3.22 (8)-(9)]), the claim follows as soon as

107 (=271 )RS)|| s sy < C < oo, (3.78)
is established. The argument, which is detailed below, relies on repeated use of the Leibniz rule and
exploits the representation (3.74).

Let y,y’,y”,t € N in the following be multi-indices not exceeding the order of f. A straight-

forward calculation shows that
ayl X < C
|x|n+s+1

- |x|n+s+|y'|

for x € R" \ {0}, and we have due to (H2) and (H3) that " ws = 0 outside of the annulus As :=
B(0,6) \ B(0,byd) if y”" # 0. Hence,

C
S Goyreniy] o)

< C((bd) "Il £ 1) 14, (x) < Claz(x).

17 ’ x
Y Y
d W(S(x)a (|x|n+s+l)

This allows us to infer in view of (3.74), the Leibniz rule, and again (H3), that

s 1B(0,605)< (%)
|6YR5(X)| < C(ll - W(S(X)lm + ‘]]A(S(X)) <C (W + ﬂAé(X) (379)
for y # 0. Moreover, if |7]| < ||, we have
|07 (—27ix)®| < Clx|!!=I7, (3.80)

and 9" (—2xix)® = 0 for |7| > |w]|.
Another application of Leibniz’ rule together with (3.79) and (3.80) finally yields for x € R"\ {0}
that

1B(0,605)< (%)
|x|n+s+|ﬁ|—|w|—1

|67 (—27ix)“R§(x))| < c( + 14, (x)) :

It follows now via integration and under consideration of s + || — |w| — 1 > 1 that

(b05)_3_|ﬁ|+|w|+1
s+|fl - o] -1

197 (=27 )R ||y gy < C ( + 5") < C((bed) @171l 4 1 4 5m),

which gives (3.78). O
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Appendix 3.B Proof of density results

This part of the appendix is devoted to proving the density result stated in Theorem 3.2.8. We begin
with a lemma on the Leibniz rule for the distributionally defined spaces H>?%(Q). It serves as a
technical tool for proving the approximate extension and retraction results stated afterwards.

Lemma 3.B.1. Lets € [0,1), p € [1,00) and Q C R” be open and bounded. Further, let u €
HP9(Q), identified with its extension by zero, and y € C*(R™). IfQ’ ¢ R" is an open and bounded
set such that

(Q"\ Q) Nsupp(y) = 2, (3.81)
then yu € HSP9(Q").

Proof. Clearly, yu € LP(QY). To determine the weak nonlocal gradient, we calculate for any ¢ €
C:°(Q;R") that

(yu) div§ @ dx = ‘/Q u(divi(xe) — Ky (¢7)) dx

’
Q(S S

:—‘/Q,Dfsu-()((p)dx—/gl uk, (¢7) dx

S

= —/ xDsu - ¢ +K,(u) - pdx.
Q/

Indeed, the first line exploits the Leibniz rule for the nonlocal divergence in (3.20), while the second
line follows directly from the formula defining the weak nonlocal gradient, which is valid here since
xe € C2(Q;R") in light of the assumption (3.81). For the third equality, we have used Fubini’s
theorem and the boundedness of K, : LP(Q)) — LP(Q’;R") according to Lemma 3.2.11.

The calculation above shows that D3 (yu) = yDju+K,(u) on Q’, and hence, u € HPO(QY). O

The next auxiliary results will be useful in the proofs of Theorem 3.2.8 and Proposition 3.2.10
to generate room for mollification arguments. The techniques are similar to the proof of [189,
Theorem 3.9].

Lemma 3.B.2 (Approximate extension and retraction). Lets € [0,1), p € [1,00), and let
Q c R" be an open and bounded set.

(i) IfQ is Lipschitz, then foranye > 0 andu € H*?9(Q) there exists Q' 3 Q andu, € H*?°(Q')
such that

lu = uellgspo(a) < e

(ii) If Q_s is Lipschitz, then for any e > 0 andu € Hs’p’5(Q) there exists u, € Hs’p’s(Q) with
p y 0 0
supp(u.) € Q_s and

llu = uellgsps o) < e

Proof. (i) Given that the boundary of Q is locally the graph of a Lipschitz function, we can find a
partition of unity o, x1,..., yn+1 C Co°(R") and translation vectors {3, ..., {ny € R" such that

N+1

D xi=10nQs x€CI(Q), ynw € CO(Q°)
i=0
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and
(supp(yi) N Q) +A; € Q° fori=1,...,N. (3.82)

for all A > 0 small enough. For these A, we define

N
V) = YoU + YN+1U + Z T (i)
i=1
where 7;(0) := v(+ — {) denotes translation by { € R" of a function v : R" — R. Note that by

construction, vy € H%??(Q) according to Lemma 3.B.1.
Next, we exploit continuity of the translation operator on L? and the translation invariance of
the nonlocal gradient to find A, > 0 such that u, := v,, satisfies

N N
= el s oy < DMt = Tt il g, + D D5 (i) = 12,6 D5 (i IEp gy < €7
i=1

i=1
Finally, if Q" 3 Q is chosen such that
(supp(xi) N Q) +A:; € (Q)€ fori=1,...,N and supp(yn+1) € (Q")°,

where the first condition is achievable in view of (3.82), Lemma 3.B.1 implies that even u, €
H5P3(Q), as desired.

(ii) A similar argument to that in (i) applies here as well, with the main difference in the
choice of the partition of unity, which is now considered for Q_s and translated inwards instead of
outwards as in (3.82). O

With these tools at hand, one can now deduce the alternative characterizations for H%?%(Q)
and Hgs’p’(s(Q) from Sections 3.2.2 and 3.2.3, respectively.

Proof of Theorem 3.2.8. Case 1: Q = R"™. Via a mollification argument we may suppose that u €
C®(R™) N H?9(R"). Take y € C°(R") with y = 1 on B(0,1) and define xj = x(/j) for j e N.
We then find that {yju}jen € C°(R"), yju — uin LP(R") and

ID5u — D3 (xjw lle (reirey < 1(1 = x;j)Dsulle (meimny + CLip(x;) |lullre(rny) — 0 as j — oo,

where we have used Lemma 3.2.11 and the fact that Lip(y;) < Lip(y)/j.

Case 2: Q a bounded Lipshitz domain. Lemma 3.B.2 (i) implies for every j € N that there is
uj € HS’P"S(Q;.) with some appropriately chosen Q € Q’ such that
I =l < 5 (5.9
Uu-—uj S, .. .
jllHsPS(Q) 2j
We are now in the position to use a standard mollification procedure on u;, identified with its
extension to R" by zero, with mollifying radius smaller than d(9Q, 9Q) to find a ¢; € CZ°(R")
with
1
”uj - (pj”H&P’fS(Q) < Z_j’ (3.84)

so that the result follows from (3.83) and (3.84) along with the triangle inequality. ]

Proof of Proposition 3.2.10. Without loss of generality, consider g = 0. Utilizing a similar strategy as

above, one can apply Lemma 3.B.2 (ii) and suitably mollify the resulting function u, € Hg’p ’5(9)
with support compactly contained in Q_s. O
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Chapter 4

Non-constant functions with zero
nonlocal gradient and their role in
nonlocal Neumann-type problems

This chapter is available as the preprint

[141] C.Kreisbeck and H. Schonberger. Non-constant functions with zero nonlocal gradients and
their role in nonlocal Neumann-type problems. Preprint arXiv:2402.11308, 2024.

4.1 Introduction

It is well-known that differentiable functions with zero gradient are exactly the constant functions,
that is, for any open and connected set Q C R" and u € C!(Q) it holds that

Vu=0in Q if and only if u is constant on Q, (4.1)

and the same is true (almost everywhere) for Sobolev functions with weak gradients. One may won-
der if this fundamental observation carries over when considering fractional and nonlocal deriva-
tives instead of classical derivatives. As intriguingly basic as the question may sound, a universal
answer is not easily available and depends on the specific setting, as we will demonstrate in the
following.

In fractional and nonlocal calculus, the study of gradient operators has attained increasing at-
tention in recent years, see e.g., [28,30,66,92,140,161,193,208]. The nonlocal gradient of a function
u:R" — R is of the form

_ [ u() —u(y) x—y
qu(x)—/Rn x| |x_y|p(x—y)dy (4.2)

with a suitable kernel function p, whenever the integral is defined.

Especially the Riesz fractional gradient, that is, D* = G s with p* o | - |=(ms=1) for s € (0, 1), has
been popular. Not only does D® have unique natural invariance and homogeneity properties [208],
it also lends itself to a distributional approach towards fractional function spaces [66]; in fact, the
function spaces associated with D* in analogy to the classical Sobolev spaces coincide with the
Bessel potential spaces H?(R"), as observed in [193]. The combination of these features make D*
a good choice of fractional derivative, both from the applied point of view and in the context of
variational theories and PDEs.

101
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In contrast, a compactly supported, radial kernel p in (4.2) reduces the nonlocal interaction
between all of R" to points within an interaction range § > 0, commonly referred to as horizon. By
cutting-off the Riesz potential kernel, one obtains the finite-horizon fractional gradient defined as

w
Dg = prs with p;- o Wl%
where ws : R" — [0,1] is a radial cut-off function supported in a ball of radius §; for further
properties, we refer to Section 4.2.2. These gradients D}, which we simply call nonlocal gradients in
the following, are the key objects in this paper. They were first considered in [30] by Bellido, Cueto
& Mora Corral (see also [72]), motivated by applications in materials science. Since the nonlocal
gradients inherit the desirable properties from the Riesz fractional gradients, while being suitable
for variational problems on bounded domains, they have become the core of a newly proposed
model for nonlocal elasticity.

On a more technical note, we remark that in order to properly determine Dju in Q, the function
u needs to be defined in the set Q5 = {x € R" : dist(x, Q) < J} enlarged by the horizon variable,
and in particular, in the collar Is := Qs \ Q of thickness § > 0 around Q, cf. Figure 4.1. The values of
u in Ts can be viewed as nonlocal boundary values. One defines the space H%(Q) as the functions
in LP(Qs) with Dju € LP(Q); see Section 4.2.2 for more details. As a powerful tool, we wish to
point out the translation mechanism established in [30,72] (cf. Section 4.2.3). It relates the nonlocal
and local setting in the sense that nonlocal gradients can be expressed as classical ones and vice
versa, allowing for statements to be carried over; in formulas, we have

D5=Vo(Q5%*-) and V = P50 Dj, (4.3)

where Q5 is an integrable, compactly supported kernel function and P§ corresponds to the inverse
of the convolution with QF. In comparison with the analogous results for the Riesz fractional gra-

dient [140, 193], the operator P replaces the fractional Laplacian of order L

Let us now return to and specify the question raised earlier:
Is (4.1) still true when V is replaced with G,?

In the case of the Riesz fractional gradient G, = D° on H*?(R") for p € (1, ), the answer is
affirmative as a consequence of the fractional Poincaré-type inequalites [193, Theorem 1.8, 1.10
and 1.11]; in fact, the functions with vanishing Riesz fractional gradient must even be zero due
to their integrability properties. The same is true when G, = D5 is considered for functions in

the complementary-value space Hg’p’5(Q) = {u € H?9(R") : u = 0 a.e. in Q°}. Here as well,
a Poincaré inequality is available, see [30, Theorem 6.2]. If the complementary-value is dropped,
however, and one considers nonlocal gradients G, = D§ on H sP9(Q) with bounded Q, the picture
changes substantially.

This paper revolves around the class of functions with zero nonlocal gradient

N*P9(Q) = {h e H*"°(Q) : Dih=0ae.in Q},

which turns out to be non-trivial. Indeed, we show that there exist functions in N>?9(Q) that are
non-constant in any open subset of Q (Proposition 4.3.1) and establish that they are numerous in
the sense that N>#9(Q) forms an infinite-dimensional space (Proposition 4.3.3).

Knowing that the set N9 (Q) consists of more than just constant functions stirs up interesting
new issues for further investigation. We first give a characterization of all the elements of N>7%(Q),
which provides a deeper understanding of its properties. With this at hand, we then highlight the
role of the functions with zero nonlocal gradients in the theory of the spaces H%??(Q) and discuss
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applications in nonlocal differential inclusion problems and variational problems on H*%(Q) with
Neumann-type boundary conditions. Here is a more detailed overview of our main new findings.

Characterization of N>7%(Q). While the set of functions in W' (Q) with zero gradient
corresponds to the set of constant functions and can thus, be identified with R by taking mean
values, the characterization of N%”9(Q) involves an additional feature due to boundary effects of
the nonlocal interactions. Roughly speaking, two ingredients are necessary to uniquely identify
the elements of N7%(Q), that is, an average or mean-value condition on Q and boundary values
in the collar region I's := Qs \ Q.

We start from the observation that N5 (Q) consists of all functions h € L (Qs) satisfying

Qs*h=c ae inQ and h=g ae.inT, (4.4)

for a given g € LP(Is) and ¢ € R. This is a consequence of the translation mechanism (4.3).
Hence, the problem reduces to finding the solutions of (4.4). Since Pg from (4.3) is in fact a pseudo-
differential operator, our proof strategy is to rewrite (4.4) equivalently as a pseudo-differential
Dirichlet problem and to exploit the recent progress in their existence, uniqueness, and regular-
ity theory. Precisely, the properties of P5 make it fit into the setting of the works by Grubb [125]
and by Abels & Grubb [2]. Given that the regularity results are sensitive to the relation between
the fractional and integrability parameters s and p, there are two qualitatively different regimes to
distinguish.

Our main characterization result (see Theorem 4.3.8 and Proposition 4.3.12) states the following:

(i) Ifp € (1, IL_S) (including the case p = 2), then N%79(Q) consists of the unique solutions
to (4.4), which exist for every constant ¢ € R and given boundary values g € L?(T}).

2
1-s’

(ii) Forp € [
N>PO(Q).

), only those (unique) solutions to (4.4) that lie also in L?(Qgs) constitute

An alternative way of phrasing (i) is to say that
NSP2(Q) is isomorphic to R x L?(Ts),

with the isomorphism N52%(Q) 3 h — ( fQ Q5 * hdx, h|r,). This formalizes the statement that an
average condition on Q and the boundary values in a boundary layer of thickness § are the charac-
teristics for any function with zero nonlocal gradient. Besides, we show that h — ( /Q hdx, h|rs) isa
isomorphism between N7 (Q) and R x L?(Ts) as well, which indicates that even a simple mean-
value condition along with the values in Ts suffices to pin down the elements of N%”°(Q). Part
(ii) implies that the previous identifications with R X L?(T) remain injective when p € [%, ),
however, surjectivity generally fails (Remark 4.3.13).

Technical tools in H%?% (Q) modulo functions of zero nonlocal gradient. The set N> (Q)
can be used to develop new functional analytic tools for the spaces H>#9 (Q) without complementary-
values. Unlike for H>?%(R") and Hg’p ’5( Q), however, analogues of the relevant tools and estimates
in classical Sobolev spaces only hold in the quotient space H>?(Q)/N*%(Q), meaning modulo
elements in N9 (Q). With that in mind, we obtain the following:

(a) Refined translation mechanism for functions on bounded domains: We show in Theorem 4.4.1
that the quotient space H>?%(Q) /NP9 (Q) is isometrically isomorphic to W (Q) modulo
constants, meaning that one can identify H%7%(Q) and W' (Q) up to functions with zero
(nonlocal) gradient. The isomorphism turns nonlocal gradients into gradients.
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(b) Extension of functions from H*?%(Q) to H*?%(R") up to N5P°(Q): Even though an exact
extension of functions in H5(Q) to R" is generally not possible (cf. Example 4.3.4), there
exists a bounded linear operator £ : HSPO(Q) — HPO(R™), such that £ su differs from u
in Qs merely by a function with zero nonlocal gradient.

(c) Nonlocal Poincaré-type inequalities: As a major tool, we prove different nonlocal versions
of Poincaré inequalities. If p € (1, IZTS), there exists a constant C > 0 such that

llullrr (os) < ClIDsullLe (omm)

for all u € HP9(Q) satisfying u = 0 in s and one of the averaging conditions /Q udx =0
or /Q Q5 * udx = 0. The same estimate holds for all p € (1,c0) and u € H*P9(Q) whose
metric projection onto N%”%(Q) vanishes.

(d) LP-compactness modulo N>P°(Q). Based on (c), we derive the following Rellich-Kondra-
chov-type compactness: If (u;); ¢ H*(Q) is a bounded sequence such that the metric
projection of u; onto NP9 (Q) vanishes for all j, then (uj); is precompact in L? (Qs).

We remark that for the complementary-value spaces Hg’p ’5(Q) the analogues of (a), (¢), and (d)
have recently been established in [30,72]. The approach there relies on Fourier techniques, given

that the functions in Hg’p ’5(9) are defined on the whole of R".

Variational problems on N*7%(Q)* and nonlocal boundary-value problems. A signif-
icant application of the aforementioned tools are the existence theory and asymptotic analysis of
nonlocal PDEs subject to Neumann-type boundary conditions. Precisely, we adopt a variational
viewpoint and prove the existence of solutions to the problem

1
Minimize E/|Dgu|2dx—/ Fudx over N**%(Q)* c H**%(Q), (4.5)
Q Qs

where Q ¢ R” is a bounded Lipschitz domain, F € L?(Qs), and N%*%(Q)* denotes the orthogonal
complement of N>%9(Q); note that N¥>4(Q) plays the same role as the set of constant functions in
the variational formulation of the Neumann problem with classical gradients. In fact, a remarkable
aspect of our framework is that one can also handle more general vector-valued nonlinear problems
with p € (1, ) and energy densities that are either quasiconvex or polyconvex, see Theorem 4.6.1
and Remark 4.6.2.

To draw the connection between (4.5) and PDEs with Neumann-type boundary conditions, one
assumes the nonlocal compatibility condition

/ Fhdx =0 forall h e N**%(Q),
Qs

under which the solutions to (4.5) weakly satisfy Euler-Lagrange equations with a nonlocal bound-
ary operator Ny featured in the collar regions, see (4.65). In fact, this boundary operator was
recently introduced by Bellido, Cueto, Foss & Radu [26], where the authors derive, amongst others,
a new integration by parts formula in the spirit of [100].

Our second main result regarding (4.5) confirms the expectation that these problems localize
as the fractional parameter s tends to 1, that is, they converge to their classical counterparts with
usual gradients. Working in the framework of variational convergence, we obtain that the I'-limit
of the functional in (4.5) with respect to strong convergence in L?(Qs) is

1
—/|Vu|2dx—/Fudx for u e WH(Q) with/udx:O,
2 Ja Q Q
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see Theorem 4.6.4; again, this also holds in the more general setting mentioned before. In the case
that F satisfies the classical compatibility condition /Q Fdx = 0, we obtain, in particular, that the
minimizers of (4.5) converge in L?(Q) as s T 1 to the unique mean-zero solution of the standard
Neumann problem

{—Au =F inQ,
du _
=0 on 9Q.

Localisation via rigorous limit passages is a general theme in the study of fractional and nonlo-
cal calculus, not least because they serve as important consistency checks for new problems and
models; we refer e.g., to [29,72] for s T 1, and [35,158,161] for limits with vanishing horizon § — 0.

Let us close by pointing out some literature on Neumann problems in other fractional and non-
local set-ups, involving the fractional Laplacian and more general integral and integro-differential
operators, see e.g., [22, 45, 89,100, 125, 167] and also the references therein. One of the works we
wish to highlight is [100], where Dipierro, Ros-Oton & Valdinoci introduce a Neumann problem for
the fractional Laplacian by a natural notion of normal nonlocal derivative. These results have been
refined, expanded and generalized in various directions, e.g., in [22,98,99,111]. Closely related are
also the recent results on nonlocal trace spaces [105,126,127,203]. The distinguishing factor in our
work, is the central role of a nonlocal gradient object, which enables us to handle a broad variety
of nonlinearities.

Outline. We have organized this paper as follows. After introducing notations and providing
theoretical background and useful auxiliary results in Section 4.2, Section 4.3 is centered around a
solid understanding of the functions with vanishing finite-horizon fractional gradient. Our anal-
ysis includes proofs that non-constant functions with vanishing nonlocal gradient exist and that
N*4(Q) is an infinite-dimensional space, see Section 4.3.1. The main theorems about the char-
acterization of N>79(Q) are stated and proven in Section 4.3.2. We round off this section with a
discussion of regularity properties of functions with zero nonlocal gradient and give illustrative
examples in Section 4.3.3.

The second part of the paper presents different implications and applications involving N5 (Q).
In Section 4.4, we establish the technical tools (a)-(d) for working in the nonlocal function spaces
H*P9(Q). The previous findings are then used in Section 4.5 to contribute to the theory of nonlocal
differential inclusions. We show that rigidity statements as well as existence results for approximate
solutions can be carried over from the classical setting via the translation mechanism. Section 4.6
features the new class of variational problems on N4 (Q)*, which relates to nonlocal Neumann-
type problems. A proof of well-posedness for these problems is contained in Section 4.6.1, while
Section 4.6.2 establishes the rigorous link with the classical local problems through a localization
result via I'-convergence.

4.2 Preliminaries

In this section, we introduce the relevant notations and collect the necessary background on non-
local gradients and function spaces along with some useful technical tools.

4.2.1 Notation

Unless specified otherwise in the following, we take s € (0,1), p € [1, 0], and § > 0. The Euclidean
norm of x € R” is denoted by |x| and

(x) :==v1+|x]%

We use the notation I, with A € R™*" for the linear function l4(x) = Ax with x € R".
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Moreover, E¢ := R" \ E is the complement of a set E ¢ R", E is its closure, and |E| is its
Lebesgue measure, provided E is measurable. We use the notation 1 for the indicator function of
aset EC R" ie, 1g(x) = 1if x € E and 1g(x) = 0 otherwise. Whenever convenient, we identify
a function on a subset of R” with its trivial extension by zero without explicit mention. If we wish
to highlight the trivial extension, we use an extra indicator function, writing e.g., Igf : R* - R
for the zero extension of f : E — R. The restriction of any f : E — R to a subset E’ C E is denoted
by fle.

By B,(x) = {y € R" : |x —y| < p}, we denote the ball centered at x € R" with radius p > 0,
and dist(x, E) is the distance between a point x € R” and a set E ¢ R". For a domain Q c R", i.e.,
open and connected set, we introduce its expansion and reduction by thickness § as

Qs := Q+Bs(0) = {x € R" : dist(x,Q) <8} and Q_s5:={x € Q : dist(x, Q) > 5},
where 9Q is the boundary of 2, and define
I[5:=0s\Q and Ts5:=0Q\Q_s

as the inner and outer collars of Q, respectively. Further, let I'.5 := I's U T_5 U 9Q be the double
layer around the boundary of Q. For an illustration of this geometric set-up, see Figure 4.1.

———
~

~
Pz T .

Figure 4.1: [llustration of a set Q ¢ R"” with its expansion Qg, the outer and inner collar regions I's
(green) and I'_s (light green), and the reduced set Q_s (gray).

Let U c R" be an open set. The notation C.”(U) stands for the space of smooth functions
U — R with compact support, which will often be identified with their trivial extensions to R" by
zero, and Lip(¢) is the Lipschitz constant of a function ¥ : R” — R. Throughout the paper, we
use the standard notation for Lebesgue- and Sobolev-spaces L?(U) and W' (U) with p € [1, oo].
For the inner product on L?(U), we write (-, -) 2(u)- Notice that each of the function spaces defined
above, as well as those introduced later, can be extended componentwise to vector-valued functions;
the target set is then reflected in the notation, for example, L? (U; R™). Moreover, the restriction of
a function space is denoted, for example, as C*(R")|y = {uly : u € C*(R")}.

For an integrable function f € L!(R"), the Fourier transform is defined as

T

It is well-known that the Fourier transform is an isomorphism from the Schwartz space S(R"; C)
onto itself, which can be extended to the spaces L?(R"; C) and the space of tempered distributions
S§’(R";C) by density and duality, respectively. The inverse Fourier transform of f, denoted f",

corresponds to x — f(—x). For more background on Fourier analysis, see e.g., [106,122].
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Lastly, C denotes a generic constant, which may change from one estimate to the next without
further mention. To indicate that a constant depends on specific quantities, they are added in
brackets.

4.2.2 Nonlocal gradients and Sobolev spaces

Let us now introduce in detail the key objects in this paper, namely, a class of fractional gradients
with finite horizon, and the associated nonlocal Sobolev spaces. Our presentation follows along the
lines of [30,72] (see also [32]), where we also refer to for more details.

The truncated Riesz fractional gradient, simply referred to as nonlocal gradient, and the cor-
responding divergence for smooth functions are defined as follows: For s € (0,1) and § > 0, the
nonlocal gradient of ¢ € C*(R") is

Dip(x) = / 0() —ely) x—y ps(x —y)dy forx € R", (4.6)
R x—yl fx—yl

and the nonlocal divergence of y € C*(R"; R") is

Yy -yy) x-y

re  |x =1yl lx =yl

divi ¢ (x) = ps(x —y)dy forx € R";

here, the kernel function pj is given by

ps(2) = cnss |w5(z) for z € R" \ {0},

|z|nrs—1
with ws : R" — [0, o) a non-negative cut-off function satisfying the hypotheses
(H1) ws is radial, i.e., ws = ws(| - |) with a function wgs : R — [0, c0);
(H2) ws is smooth and compactly supported in Bs(0), i.e., ws € C°(Bs(0));
(H3) ws is normalized around the origin, i.e., ws = 1 on B,5(0) for some y € (0,1);
(H4) ws is radially decreasing, i.e., ws(z) > ws(2) if |z| < |Z],

and the scaling constant ¢, s s > 0 is such that

ws(2)
cn,s’(s/B s dz =n. (4.7)

s(0) |2

Remark 4.2.1. a) Note that the scaling factor ¢, s 5, determined by (4.7), is the same as in [32]
in order to ensure that the nonlocal derivative of any linear map I4 with A € R™*" is equal to A,
see [32, Proposition 4.1]. This choice is slightly different from the scaling in [72], but provides no
substantial issues for the application of these results, as discussed in Remark 4.2.3 below.

b) An alternative way of expressing the nonlocal gradient in (4.6) is as a principle value integral.
In view of the radial symmetry of ws from (H1), one has for x € R” that

oWy -pdy=lm [ pdir-pdy @

(x.r)€

Dso(x) = p.v. /

B(x,r)¢

with d§(2) = —cnss fzvlv,ffi)l for z € R\ {0}. This shows, in particular, that Dj¢(x) can be written

as the convolution of d§ with ¢, when x ¢ supp(¢). A
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The above definitions can be extended to locally integrable functions via a distributional ap-
proach. Indeed, for ¢ € C°(R") and ¢ € C°(R"; R"), the integration by parts formula

/an(p-t//dx:—/Rngodivgl//dx

holds. Based on this, we then define v € Llloc(Q; R™) as the weak nonlocal gradient of u € Llloc(Q5),
written as 0 = Dju, if

/U'l//dX:—/ udivy ¢ dx forall y € CO(Q;R"); (4.9)
Q Qs

the weak nonlocal divergence is defined analogously. In parallel to classical Sobolev spaces, one
can introduce nonlocal Sobolev spaces as follows.

Definition 4.2.2 (Nonlocal Sobolev spaces). Lets € (0,1),6 > 0,p € [1,00], and let Q C R" be
open. The nonlocal Sobolev space H*P°(Q) is defined as

H(Q) = {u € IP(Q5) : Dju € LP(Q;R™)},

endowed with the norm

1
lellgzns oy = (Il ) + 1D3UI gy )

These spaces can be equivalently defined via density if Q is a bounded Lipschitz domain or
Q = R", see [72, Theorem 1]. A more detailed study of these spaces, including results such as
Leibniz rules, Poincaré inequalities and compact embeddings can be found in [30, 72].

When working with functions on the full space R”, we will often exploit the connection between
the nonlocal Sobolev spaces of Definition 4.2.2 and the well-known Bessel potential spaces, which
are defined for any t € R and p € (1, o) as

H(R") = {ue S'(R") : ((-)'u)" e LP(R")}, (4.10)

with the norm [|u||ger (rr) = [I((- )tﬁ)VHLp(Rn) and the notation H’ := H"?; for more on the theory
of Bessel potential spaces, see e.g., [123, Chapter 1.3.1] or [204]. Indeed, it holds for all p € (1, o)
and s € (0,1) that

Hs,p,(S(an) — Hs’p(Rn),

with equivalent norms. This follows from the observation that H*”(R") coincides with the space
of functions in L? (R™) with a weak Riesz fractional gradient in L? (R"; R") (cf. [193, Theorem 1.7]
together with the density result in [54, Theorem A.1]), along with the fact that the latter is again
the same as H>”%(R") due to [72, Lemma 5].

We mention here some additional properties of the Bessel potential spaces that we need. First
of all, for each t > 0, there is a f; € L'(R") with I fellLt(mny = 1 and ﬁ = (-)7! (f; is a rescaled
version of the Bessel potential function, see [123, Chapter 1.2.2]). Therefore, for any t; < t, we find
with Young’s convolution inequality

lull e ey = 1(C)2) Mo @ny = -ty * (C)28) 2o

oy (4.11)
< (CH2u) e (mn) = Nullpreee me)-
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Secondly, if (u;); ¢ H*?(R") is a bounded sequence and ¢ > 0, then we find that

uj = fox (()) ",

which is the convolution of an L!-function with a bounded sequence in L?, and hence, precompact
in Lﬁ) .(R") by the Fréchet-Kolmogorov criterion (see e.g., [52, Corollary 4.28]). As such, H LP(R™) is
compactly embedded into L{; (R"). In fact, when tp > n, we find that f; € L?'(R™) with p’ the dual
exponent of p (cf. [123, Theorem 1.3.5(c)]), so that one can even deduce the compact embedding of
HYP(R™) into Cjoc(R™) due to the Arzela-Ascoli theorem.

In the following, we also use the complementary value space of H*?(R") for t > 0, which

consists of functions with zero values outside of an open set V. c R" and is denoted by

HP (V) = {u e H?(R") : u=0ae. in V).

4.2.3 Translation operators

In this section, we present a method that will be frequently used, and further refined (see Sec-
tion 4.4.1) in this paper, namely, a translation procedure that allows switching between nonlocal
gradients and classical gradients. The following auxiliary results are mainly taken from [72]; related
statements about the Riesz fractional gradient have been established in [140].

Our starting point is the following finite-horizon analogue of the Riesz potential from [30],

defined by

5 J—
Q5 :R"\ {0} - R, Q3(x) = cn,s,5/| M;i—z) dr. (4.12)

|x
It holds that Q5 is integrable with compact support in Bs(0) and, a simple calculation yields that,

due to the choice of scaling,

1051t (mmy = 1. (4.13)

Remark 4.2.3. a) With the scaling constant ¢, s used in [72], one obtains instead of (4.13) that
[0,1) 3 s = [|Q5llL1 (mn) is continuous with lims—1[| Q5|11 (rn) = 1, see [72, Lemma 6]. This shows
that the two different scaling regimes are comparable uniformly in s.

b) The Fourier transform of Qg is a smooth, positive and radial function. Moreover, the differ-

ence between st and &£ — |27r§|‘(1‘s) is a Schwartz function for || > 1, see [30] and [72, Remark 2
and Lemma 11]. A

An essential observation about the kernel function Q5 regards its relation with the nonlocal
gradient D3, that is,

Dso =V(Q5+¢)=Q5+Ve  forany¢ € C’(R").
This identity can be extended to the Sobolev spaces in a weak sense, as shown in [72, Theorem 2 (i)].

Lemma 4.2.4 (From nonlocal to local gradients). Lets € (0,1),8 > 0,p € [1,00], and Q c R"
be open. Then, the linear map Q5 : HPO(Q) — W (Q), u — Q5 * u is bounded (uniformly with
respect to s) with

(Vo Q5)u=V(Q5u) =D5u foreveryu € H*P*(Q).
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The convolution with the kernel Q5 enables us to pass from the nonlocal Sobolev space to the
classical one. To go back, we consider the operator from [72], given by

Py S(R™) - S(RY), Plp = % (4.14)
)

It is proven in [72, Theorem 2 (ii)] that this operator can be extended to the Sobolev space as the
inverse of convolution with Q3.

Lemma 4.2.5 (From local to nonlocal gradients). Lets € (0,1),5 > 0, p € [1,00]. Then, 793
in (4.14) can be extended to a isomorphism between WP (R™) and H*P° (R") with satisfies (Pg)_l =
Qfs. In particular,

(D3 0 P3)v = D5(Psv) = Vo for everyv € WP (R™). (4.15)

We mention a useful alternative representation of P involving the kernel function of the non-
local fundamental theorem of calculus in [30, Theorem 4.5]. It holds that

Pso(x) = /Rn Vs(x—y) - Vo(y)dy =: (V5 Vo) (x) forg e C7(R"), (4.16)

where V¢ € C*(R" \ {0};R") N Llloc(R"; R™) is a vector-radial function, i.e., Vi(x) = xfJ(|x|) for
x € R™\ {0} with f§ : (0,c0) — R, cf. [72, Remark 4 d)] as well as [30, Theorem 5.9] for more
properties of V.

When p € (1, ), one can deduce some more general properties for P; using Fourier methods.

To this end, we recall that by Remark 4.2.3 b), there are Rj, 5§ € S(R") such that

FRYO and —— = |2nES 4558 for |8 > 1. (4.17)

Q5(8) =
° 0s(8)

1
|27 E]1 s

As a consequence of the Mihlin-Hérmander theorem (e.g., [122, Theorem 6.2.7]), using the smooth-
ness and positivity of Q5 locally and the decay of R}, S5 for large ¢ to obtain the desired estimates
similarly to [72, Lemma 8], it follows that both

(317503 and (4.18)

1
ORN©:
are LP-multipliers. We finally infer from this observation (along with the definition of Bessel po-
tential spaces in (4.10)) that for t > 1 —s and p € (1, ),

Ps: HY(R") — H' =070 (R, (4.19)

is a isomorphism with inverse (P§)~' = Q3.

Moreover, since the decay of Rg is uniform in s, a similar argument as in [72, Lemma 8] shows
that the operator norm of Pj is uniformly bounded in s € (0,1); in particular, using (4.11) and
H%P = [P, there is a C > 0 independent of s such that

IPsollce (rry < 1P50llgse@ny < Cllollwiorny forallo € W (R") and s € (0, 1). (4.20)
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4.2.4 DPseudo-differential operators and Dirichlet problems

The recent existence and uniqueness theory from [125] together with the regularity results in [2]
for boundary-value problems involving pseudo-differential operators play an important role for our
work. We collect here the statements that we will need, while keeping the presentation accessi-
ble, and refer to e.g., [125, Section 2.2] for precise definitions and properties of pseudo-differential
operators.

For a suitable pseudo-differential operator P, an open subset V.C R", and a functiong : V — R,
the associated Dirichlet problem reads

{Pw =g onV (4.21)

w=0 in V€.
By combining the results of [2,125], we obtain into the following statement tailored to our needs.

Theorem 4.2.6 (Existence and uniqueness for pseudo-differential Dirichlet problems). Let
p € (1,00),a € (0,1/2), V C R" be an open and bounded set with C*'-boundary, and let P be a
strongly elliptic, even, classical pseudo-differential operator of order 2a satisfying

(Po, @)r2ny 2 CllQlfapny forallp € CZ(R") (4.22)
with some constant C > 0. Then, there exists for every g € LP (V) a unique w, € Hg’p(V) with
Pwyg=g inV.
Ifp e (1, %), it even holds that w, € Hga’P(V) and there is a ¢ > 0 such that
wyllpan ) < cligllirv)  forallg € L2(V).
Proof. We define the operator Py with domain
dom(Py) := {w € Hy" (V) : (Pw)ly € LP(V)}

via restriction of P to V, i.e., Pyw = (Pw)|y for w € dom(Py). Due to (4.22), we may apply [125,
Theorem 4.2] with § = 0, and then also [125, Theorem 4.16 2°], to deduce that Py : dom(Py) —
LP(V) is a bijection. This shows the first part of the statement.

For the case p € (1, %), we note that in [2] (see also [125, Theorem 3.2]), the domain dom(Py)

has been characterized as the so-called a-transmission space, which agrees with Hga’p (V) when

pe(l, %) (cf. [125, Eq. (2.20)]). Consequently, Py : Hga’p(V) — LP(V) is a bijective bounded linear
operator. In particular, it is invertible with bounded inverse, which implies the full statement. O

Remark 4.2.7. a) We note that connectedness is not part of the definition of a domain in [2,125],
in contrast to our definition, and hence, Theorem 4.2.6 is valid for non-connected sets V as well.
Moreover, the regularity of the domain V in Theorem 4.2.6 can even be reduced to V. c R” that
have C'"-boundaries with 7 € (2a, 1), see [2,125]. Only for simplicity of the presentation, we work
here with a stronger assumption.

b) Note that the range of p such that wy lies in Hga’p (V) is sharp, which is due to the fact
that the solutions to the pseudo-differential problem in (4.21) contain a factor of dist(-, dV)* near
the boundary. To give a precise example, we can take any smooth, bounded domain V and any
function w : R” — R that is smooth in V, equal to dist(:, V)¢ near the boundary oV and zero
in V€. It follows then by [124, Theorem 4] that (Pw)|y € C*(R")|y, which implies, in particular,
that w € Hg P(V) is a solution to (4.21) with a smooth right-hand side. However, we have that
w dist(+, dV) 724 is equal to dist(-, 3V) "“ near the boundary of V, which is not in L? (V) for p > %,
so that w ¢ Hga’p (V) in view of the Hardy-type inequality [205, Proposition 5.7]. A
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The translation operator P; from the previous section is in fact a pseudo-differential operator
that fits exactly into the abstract framework of Theorem 4.2.6, which is the content of the follow-
ing lemma. This observation will be crucial for our characterization result of N%?9(Q) (cf. Theo-
rem 4.3.8 and Lemma 4.3.6).

Lemma 4.2.8 (P} as pseudo-differential operator). The operator P; defined in(4.14) is a strongly
elliptic, even classical pseudo-differential operator of order 1 — s and there is a C > 0 such that

Pso, = Clloll? llg € CO(R™).
(P3¢, 9)12(rn) ||¢|IH17(R,1) forallp € CZ(R")

Proof. The properties can be deduced from the fact that the symbol of P§ is smooth, radial and

positive, and for large frequencies only differs from the symbol of the fractional Laplacian (—A) e
up to a Schwartz function (see (4.17)). For the reader’s convenience, we work out the details below,
referring to [125, Section 2.2] for the precise definitions of the properties of pseudo-differential
operators.

It is easy to check in light of (4.17) that for any @ € N[/,

< Co()' M,

*(1/Q3)

which means that P has order 1 —s. Defining po : R” — R to be a smooth function with po(§) =
|27&|'7* for || > 1, we obtain again from (4.17) that

(105 - po)| < Cay1 7141,

for any J € No. This means that P is classical (where in the expansion p; = 0 for j > 1) and, since
Po(=&) = po(&) for |¢] > 1, Pj is even. Finally, because po(&) > C|&|*~ for |£] > 1, the operator Ps
is strongly elliptic, and since 1/ Qg > C(-)!7%, we have by the Plancherel identity that

—~ e~ 1-s
(P5@. @)r2rry = {0/ Q% @)z (mny 2 ClIC) 2 @llrerny = C||<P||H1%S(R,,)

for all ¢ € C°(R"), which finishes the proof. O

4.3 Discussion and characterization of functions with zero nonlo-
cal gradient

This section revolves around the study of the functions in the nonlocal Sobolev space with vanishing
finite-horizon fractional gradient. Our analysis examines different facets of the set

Ns,Pﬁ(Q) ={he HS’P’5(Q) : Dgh =0 a.e. in Q},

including the existence and construction of non-trivial functions, characterization results, a discus-
sion of regularity properties, and illustrative examples. Throughout Sections 4.3-4.6, Q2 is assumed
to be a bounded Lipschitz domain, unless mentioned otherwise.

4.3.1 Non-constant elements of N>%(Q)

In contrast to the functions with zero classical gradient, the set N>#9(Q) encompasses strictly more
than constant functions. In fact, one can find functions in N*%(Q) that are non-constant on any
subset of Q, which is the content of the following proposition.
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Proposition 4.3.1 (Existence of non-constant functions in N$?%(Q)). Let p € [1,00]. It
holds for any open, non-empty U C Q that

Nsspﬁ(Q) ¢ {uce HS’P’5(Q) : u is constant a.e. on U}.

Proof. Suppose to the contrary that every u € N»%(Q) is constant a.e. on U. The reasoning that
will lead to the desired contradiction is organized in three steps.

Step 1: Representation of V5 away from the origin. We deduce from the above assumption that
the kernel V in (4.16) then has to satisfy

. 1 x —
Vs (x) = ZW for all x € B,(0) , (4.23)

where p = Diam(Q) is the diameter of Q and 0,_; denotes the surface area of the unit sphere in
R™! To see this, we split the argument in three sub-steps, showing first that div Vs is constant
outside of B, (0). Next, we exploit the radiality of V5 (cf. (H1)) and its boundedness away from the

origin, which yields a representation of V§ on B, (O)C up to constants. The latter are then determined
explicitly in the final step.

Step 1a. For every ¢ € C° (50), we infer from (4.15) that D§(P5¢) = Vo = 0 in Q, and hence,
Psep € N*P3(Q). By our initial assumption, P3¢ is then constant on U, which, in view of the
identity P{p = V§ * Vo in (4.16), is equivalent to

/R (Vi(x—2)—Vi(y—2)) - Vo(z)dz=0 forallx,yeU.

Since this holds for any ¢ € C° (Q°), the fundamental lemma of the calculus of variations in com-
bination with integration by parts allows us to deduce

divVs(x —2z) =divVi(y—z) forallx,y € Uandallze€ o} (4.24)

Let us fix x € U and consider w € R" with |w| > p = Diam(Q). It follows then that x —w € o,
and we obtain with z = x — w € Q° that

div Vg (w) = divVs(w+y —x)
for ally € U. Taking y € B.(x) c U, with ¢ > 0 sufficiently small, yields

div Vi (w) = divVi(w') forall w’ € B.(w).

For n > 1, this shows that the divergence of V5 is locally constant on the connected set BP(O)C,

and thus, constant outside of B,,(0); the case n = 1 yields the same conclusion by also utilizing the
vector-radiality of V.

Step 1b. Recall that V is smooth on R" \ {0} and vector-radial, meaning that there is a smooth
function f : (0,00) — R with Vi(x) = xfJ(|x]). We can then rewrite the divergence of V as

div V3 (x) = nfy (1) + x| (£3) (1))

INote that the function x ﬁ | ;“ _

fundamental theorem of calculus for the classical gradient, see [179, Proposition 4.14].

for x € R” corresponds exactly to the kernel function appearing in the
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for x € R"™ \ {0}. Since this expression is constant on the complement of B,(0) by Step 1, the
auxiliary function f; satisfies for all r > p the equation

nfs(r) +r(f5)' (r)=c (4.25)

with some constant ¢ € R. The family of solutions to the ordinary differential equation (4.25) is
givenby r > £+ - k with k € R. Consequently, there is a k € R such that

Vs(x) = e Y ik2 forallxe BP(O)C.
|x|™

Step Ic. The boundedness of V5 on Bp(())C according to [30, Theorem 5.9 b)] implies ¢ = 0. To
determine k, consider the compactly supported, integrable function

X
X = Vg(X) - kw,

whose Fourier transform is continuous and can be calculated to be

—l§

W(; _ kgn_l), (4.26)

Q5(9)

see [30, Theorem 5.9]. As the first factor in (4.26) has a pole at the origin, the second factor needs to
vanish in 0 because of continuity. Due to Qfs(O) = 1Ol (mny = 1, this eventually yields k = a;_ll,
confirming (4.23).

&

Step 2: Entire extension of Qg is zero-free. Let us introduce the auxiliary function Z5 € C*(R" \
{0};R™) N L'(R"; R") defined by

X

Zi(x) = Vi(x) — )
g d On-1 |x|"

As Z§ has compact support owing to AStep 1, the Paley-Wiener theorem (see e.g., [122, Theorem 2.3.21])
implies that the Fourier transform Z3 with

1 n
Z3(8) = 271|§|Z(QS(§) —1) for £ € R™\ {0). (4.27)

is real analytic and allows for a unique entire extension to a function C* — C". An analo-
gous argument gives that the Fourier transform of the kernel function Q5 (see (4.12) and recall
supp(Q3) C Bs(0)) is extendable (uniquely) to a holomorphic function C* — C. In the following,

we write 2; and (:53 for both the Fourier transforms of Z3 and Qf, as well as for their extended
versions defined on C".
The goal in this step is to show that

Qfs : C" — C is zero-free. (4.28)

Suppose for the sake of contradiction that this is not the case, and let {; € C" \ {0} be a zero of Qg
with minimal norm r := |{y|; note that (jg(o) = |Q5llz1(mn) = 1. Applying the identity theorem of

complex analysis, in each variable separately, to Zg as in (4.27) yields that

1 . ,
B = gﬂ|l§|2(gs(§) _1) for { € C"\ {0} with || < r.
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We now find that lim, 7, |Zg(r’§0)| = oo, which contradicts the continuity of the holomorphic

extension of Zg Thus, (4.28) is proven.

Step 3: Section of st coincides with exponential of a polynomial. Consider g5 : C — C,z
@(zel) with e; = (1,0,...,0) € C". From ||Q5||11(rn) = 1 and supp(Q3) C Bs(0), we conclude that

lg5(2)| = |05 (ze0)| < /R 103l 7 dx < 7O

forall z € C, showing that gj is an entire function of order at most 1. As a consequence of Step 2, this
function is never zero, so that the Hadamard factorization theorem (see e.g., [147, Corollary XII.3.3])
yields that

q5(z) = e’ forallz € C witha, b € C.

However, this contradicts the fact that g5 : z Qg(zel) is non-constant and even (cf. Section 4.2.3),
as the section of the Fourier transform of the radial kernel QF, which proves the statement. m]

We point out that the previous result is not true when Q = R”. In fact, NS?9(R") for p < co
contains only the zero function, which can be deduced with the help of the translation operators
of Section 4.2.3 as follows: Let u € N>»%(R"), then v := Qiu € WLP(R™) satisfies Vo = Diu =0,
and hence, v = 0, so that u = P;(Q‘:Su) = Pgo = 0. A similar argument for p = oo, shows that
NS0 (R™) only consists of constant functions. Nevertheless, there are unbounded sets Q ¢ R" for
which N579(Q) is non-trivial.

Remark 4.3.2 (Generalization to unbounded sets). Proposition 4.3.1 holds more generally for
open sets Q C R” such that Q° contains the trace of an unbounded continuous curve Y :[0,00) —
R™.

The proof can easily be adjusted, with only a minor modification in Step 1a. After showing (4.24)
as above, let us fix x € U and consider w = x — z € R” for some z € y([0, )). It follows then from
(4.24) that div Vi (w) = div V{(w’) for all w’ € B.(w) with ¢ > 0 such that B.(x) c U. By applying
this for all z € y([0, o)) and exploiting the radial symmetry of the divergence of V3, we find that
div V{ is constant in the complement of B, (0) with p := dist(x, y([0, ©0))). A

The following result confirms that there exist, in fact, a great many functions with vanishing
nonlocal gradients, by showing that they form an infinite-dimensional space.

Proposition 4.3.3 (N>?%(Q) is infinite-dimensional). Let p € [1, 0], then N5P%(Q) is an
infinite-dimensional closed subspace of H%P°(Q).

Proof. The proof idea relies on a semi-explicit construction procedure in three steps: Starting with
u € HP%(Q), there is a v € WP (Q) with Vo = Dju on Q by Lemma 4.2.4. Next, we extend v in
an arbitrary way to a compactly supported function in W'?(R"). In view of Lemma 4.2.5, it holds
that Efu == Pjo € HSPO(R™) satisfies D5(E5u) = Diu on Q, or equivalently,

h=(Eu)las —u € N*PO(Q). (4.29)

Note that £{u can be viewed as an extension operator of u modulo a function with vanishing non-
local gradient, see Section 4.4.2 for more details.

Let m € N. With the aim of constructing m linearly independent functions in N>#%(Q), we
take uy, ..., u, € H*»%(Q) with m € N such that no (non-trivial) linear combination of them can



116 CHAPTER 4. FUNCTIONS WITH ZERO NONLOCAL GRADIENT

be extended to a function in H>?%(R") = H>P(R"). This can be achieved, for instance, if each
function u; has a suitable singularity in different places in the collar T}.

To give more details, choose x, ..., x;, as distinct points in Is and let ¢ > 0 be such that the
balls By, (x;) are pairwise disjoint and compactly contained in I's. Further, define

X —Xj
uj(x):ﬂBE(xj)(x)u( ]) forx e Qsand j=1,...,m,

where u € LP(R")\ H*?%(R") with supp(x) compactly contained in B; (0) (cf. Example 4.3.4). Note
that any function in L?(Qs) that is zero in a compact set containing © lies in H*?°(Q). Indeed,
the nonlocal gradient is then given by a convolution and defines an L?-function due to Young’s
convolution inequality, see Remark 4.2.1b); the integration by parts formula in (4.9) can be verified
via Fubini’s theorem. We conclude that u; € H5P%(Q) for all j. On the other hand, by construction

no u; has an extension to H s’p"s(R"), and thus, nor does any linear combination of uy, . .., tp,.
According to (4.29), we now set h; = (E5u;j)|os — u; € N*PO(Q) for j = 1,...,m. If these func-

tions h; were linearly dependent, then one could find a non-trivial linear combination of uy, ..., u;,

that can be extended to R" via the operator £, which contradicts the assumption. Hence, hy, . . ., hy,

are linearly independent. Because m € N is arbitrary, this shows that N>7%(Q) must be infinite-
dimensional. o

For the reader’s convenience, we give here explicit examples of functions u € L (R")\H>(R")
for all 1 < p < oo with compact support in B;(0), as they were used in the previous proof.

Example 4.3.4. Let p € [1, c0). Defining for some 0 < v < min{%, s},

n

-—=+
u=1lg @l 17" eLP(RM,

gives a function with the desired properties if v is sufficiently small. That u ¢ H>?%(R"), follows
by contradiction with the estimate in [30, Proposition 7.2], once we have shown the existence of a
constant ¢ > 0 such that

lu —u(-+ h)llLe (B, 0)) = clhl” for all h € B;(0). (4.30)
Indeed, we have that

lu —u(-+h)llLe s, 0)) = llullLr (B.000) = 1uC-+ M)Le By, 4000

1/p
> (/ |x| VP dx) = (|Bjnyy2(0)] (Il/2)"m )P
Bin)/2(0)

Cq v
> [ty ) -

with ¢, ¢z > 0, so that (4.30) follows for small v.

For larger p there are also more elementary examples, such as the indicator function of a ball
when 1 < sp < oo, or any discontinuous function when n < sp < oo (see e.g., 28, Section 2.1]). For
the case p = oo, we can take u to be any discontinuous function with support in B;(0). Indeed, if
it were true that u € H>*%(R™), then we also find that u € H>%%(R") for all ¢ € [1, c0) given its
compact support. This would yield by [30, Theorem 6.3], that u is Holder continuous up to order s,
which gives a contradiction.
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4.3.2 Characterization of N4 (Q)

Now that the presence of non-constant functions with zero nonlocal gradient is confirmed, the next
task is to understand - and eventually, characterize - all functions in N>79(Q).

We start by observing that a function u € LP(Qj) lies in N*?4(Q) if and only if Qiu = Q5 *u
is constant (in Q). Indeed, if QF * u is constant, then

/Qudivg(pdx:/R qu*diV(pdx:‘/Q(Qfs*u)divqodxzo for all ¢ € C°(Q; R™),
S n

which shows that u € H*?(Q) with Diu = 0. Conversely, if u € N>P9(Q), it follows from
Lemma 4.2.4 that Q5u € WP (Q) has zero gradient, and is thus, constant. The desired characteri-

zation of N5 (Q) therefore comes down to identifying all solutions h € L?(Qjs) for convolution
equations of the form

Qs*h=c ae inQ

for any ¢ € R.

Our strategy for characterizing N*#9(Q) starts at a suitable boundary-value problem involv-
ing the convolution operator Qfs. Via inversion of Qfs (based on the translation tools from Sec-
tion 4.2.3), we then rewrite the latter equivalently as a pseudo-differential equation featuring P
subject to Dirichlet boundary conditions, for which a solution theory can be achieved. Let us make
the mentioned equivalence precise.

Lemma 4.3.5 (Equivalence between (C) and (P)). Letp € (1,00),c € R and g € LP(I). Further,
let Q" ¢ R" be any smooth and bounded set with Qs C Q" and T’ := Q" \ Q. Then,

©) {Q;h =c a.e 1:n Q,
h=g a.e. in I,

has a solution h € LP(Qs) if and only if there exists aw € H' =P (R") solving

Psw=1Tr,g aein E’,
P)iw=c a.e. inQ,
w=0 a.e. in (Q)°.
Specifically, the following holds:
(i) Ifh € LP(Qs) is a solution to (C), then w := Q3(Tqsh) € H'=SP(R") solves (P).
(ii) Ifw € H'"SP(R") satisfies (P), then h := (Piw)las € LP(Qs) is a solution to (C).
Proof. The main ingredient of this proof is (4.19) with f = 1 —s, according to which Pg is a isomor-

phism from H'~$?(R") to L? (R") with inverse Q5
The implication (i) follows then immediately from the observation that

Psw = PsQ5(Tash) = Tg;h = Tr;g  ae in QF,

along with the property that supp(Q3) € B;s(0), which implies supp(w) C Qs+ Bs(0) C Qz5 C Q'
as wellas w = Q5h = cae. in Q given |9Q| = 0.

On the other hand, (ii) holds since Qih = Q5(Pjw) = w =cae.in Qand h = Psw = gae. in
I's, again using that [9Q| = 0. ]
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Based on the previous lemma, we can express N>9(Q) in terms of the solution sets of the
boundary-value problems (C) and (P). To be precise, let

ECPO(Q) = U €529 (c, g) and PP(Q) 1= U PB0(c,g),  (4.31)

ceR,geLP (Ts) ceR,geL? (Ts)

where €59 (c, g) for ¢ € R and g € LP(Is) denotes the set of all solutions in L?(Qjs) to (C), and
P79 (c, g) comprises the functions in H'~5P(R") solving (P). Then,

Ns,p,5(Q) — (gs,P,(S(Q) = 73; (GBS’Pﬁ(Q)) |- (4.32)

We take (4.32) as motivation to turn our attention to (P) and address the question of its solv-
ability. It turns out that the recent existence and uniqueness results by Grubb [125] in combination
with the regularity theory in [2] by Abels & Grubb for general pseudo-differential operators (see
Theorem 4.2.6 for a version tailored to our setting) provides an answer. Even though the next lemma
is a direct application of this abstract framework, we have included for illustration also a hands-on
alternative proof in the case p = 2.

Lemma 4.3.6 (Existence and uniqueness for (P)). Let p € (1,00) and Q be a bounded C*!-
domain. Then, for every c € R and g € LP(I), the problem (P) admits a unique solution w., €

H7P(R"). Ifp € (1, 1%), then we, € H'™5P(R™).
Proof. We may assume without loss of generality that ¢ = 0, since for every w € PP0(0,g — ¢) it
holds that w+ Q5 (Tq,c) € P> (c, g). Hence, we can focus our attention to the pseudo-differential
equation

(4.33)

Pgw =19 ae. inl”,
w=0 a.e. in (I')C.

The statement now follows immediately by applying Theorem 4.2.6 for the pseudo-differential op-
erator P = P and the set V = I"". Indeed, P satisfies all the required assumptions according to

Lemma 4.2.8 and I” = Q" \ Q is a bounded open set with C!-boundary, given that I = 9Q’ U Q.

Our alternative proof for p = 2 relies on a familiar variational argument and exploits regularity
results for the fractional Laplacian. Let us consider the operator

£5:S(R") — S(R"), L= (fi\,
Qs

which can be extended to a bounded linear operator H' (R") — H* - (R") for any t € R. Then,
(L£3)? = L3 o L3 = P35, and we observe that ||£} -||;2(rn) is a norm on H'z" (R") that is equivalent
to ||-||H1575(Rn) in view of (4.18).

As a consequence of the generalized Dirichlet principle, the functional

w ”nglliz(u&") —/ Tr,gwdx
Rn

S

1-s

over all functions w € H* (I") has a unique minimizer w., which is also the unique solution to

/ Liw L5¢ — Tr;gpdx =0 forall p € CZ(T7). (4.34)
R

n
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1-s
2

Since (4.34) is a weak formulation of (4.33) for p = 2, the function w. € H,
candidate for the sought solution.

It remains to prove that w, € H!™$(R"). To this end, we compare the operator L5 with the
fractional Laplacian (—A)% CH'? (R™) — L*(R™), showing that they differ by a bounded linear
operator on L%(R"). Indeed, K5 = L5—(=A) % isan L2-Fourier multiplier operator with multiplier

(T”) is indeed the only

1

—

Q5(8)

ms () = —|2né|'T foréeR™

The boundedness of mj follows from the smoothness and positivity of (:53 together with the obser-
vation that for |£] > 1,

1
YL+ 2l 5B ()

which is bounded since Rj (cf. (4.17)) is a Schwartz function. A particular consequence is that

S

ICfS(—A)ITTS = (—A)%ICfS ‘H7Z (R™) — L?(R™) is a bounded linear operator.
Then, (4.34) turns into

ms(£) = ( - 1)|zn§|%i

(—A)ITTSW (—A)%q) + (ZICfS(—A)ITTsw + (les)zw —TIrs9)pdx =0 forall p € C°(I),
Rn

which implies that w, weakly satisfies

(-A) Tw=2K5(-A) Tw+ (K)*w—1Tr,g  inT,
w=0 in (T).

Since the right-hand side of the fractional differential equation lies in L?(T’) and the boundary
ar’ = 90’ UaQ is C1, we obtain from established regularity results for the fractional Laplacian (see,
e.g., [124,151,207] for smooth domains and [2, Theorem 1.1] for C*!-domains) that w € H'~S(R"),
as desired. ]

Remark 4.3.7. The range of p for which w, € H'~*P(R") is sharp, since even for smooth Q, one
can find g € L?(Ts) such that wy ¢ H'~>?(R") when p € [%, o). To see this, let us take w equal

1-s’
to dist(-, aF’)l_Ts near the boundary of I” with Piw|r» € C*(R")|r- as in Remark 4.2.7 b). Then, we
define

w = Q5(Tg,Psw),
which coincides with w in a neighborhood of Q, given (H2). Therefore, w equals dist(-, 89)1;23

near the boundary of Q, which yields w ¢ H'~SP(R"). However, since w = w = 0 in Q and
supp(w) C Q,s, we deduce that

{ngv =1r,Psw ae inl’,

w=0 a.e.in (I')C.

With g := Piw(ry € LP(Ts), the claim follows. A
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Lemma 4.3.6 in combination with Lemma 4.3.5 provide useful information about the solution
sets for the boundary-value problems (P) and (C). Since the statement of Lemma 4.3.6 is qualitatively
different depending on whether p is smaller or larger than the critical value li_s, we discuss these
two cases separately.

Suppose first that p € (1, 2-). Then, for any ¢ € R and g € L?(Ts), the sets B> (c, g) and

> 1-s

E%P(c, g) are singletons and can be represented as

BP0 (c, g) = {wegt and €P%(c,g) = {hegh, (4.35)

where wey € H'™5(R") and h 4 = (Psweg)las € LP(Qs5) are the unique solutions to (P) and (C),
respectively.

Summarizing these findings, we are now in the position to state the main result of this section
concerning the characterization of N>79(Q).

Theorem 4.3.8 (Characterization of N>74(Q) for p € (1, %)). Letp € (1, 1—35) and let Q be
a bounded C*'-domain. Then,

NP = ) eMeg= [ (hed (436)

ceR,geL? (Ts) ceR,geL? (Ts)
where he 4 for c € R and g € LP(Ts) is the unique solution of (C).

Proof. This follows immediately from (4.31), (4.32) and (4.35). O

As a consequence of Theorem 4.3.8, we obtain that the bounded linear map
o5 - NSPO(Q) — R x LP(T5), h> (‘/Q Q5 * hdx,h|r5) (4.37)

is bijective. The inverse (CIDfS)_1 : (¢,9) > heg for (c,9) € R X LP(T) is then bounded as well by
the Banach isomorphism theorem, i.e., there is a constant C > 0 such that

lheglliros) < Cllgllory) +Icl)  forallg € L (Ts) and ¢ € R,

The discussion above implies that the functions with zero nonlocal gradient are uniquely de-
termined by their values in the single collar I's and an averaging condition involving the kernel
function QF. Besides, one can also observe a one-to-one correspondence between functions in

N*%(Q) and these two basic characteristics: the boundary values in Ts and the mean value in Q.
Indeed, another isomorphism between N*9(Q) and R x L?(T}) is given by

WS NSPO(Q) — R X IP(T5), h i ( / hdx,h|r6), (4.38)
Q

which follows essentially from the next proposition.

Proposition 4.3.9 (Uniqueness in N¥?%(Q) with vanishing mean value). Letp € (1, ) and
Q be a bounded C“'-domain. Ifh € NP%(Q) satisfies

h=0ae inTs and /hdxzo,
Q

then h = 0.
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Proof. If h € NP%(Q) with h = 0 a.e. in T5, then (4.36) implies the existence of a ¢ € R such that
h=he€LP(Qs). Ifp e [IZTS, 00) > 2, it is clear that h € L?(Q;s). Otherwise, this property follows
from

heo € €5P9(c,0) = €529(c,0) c L2(Qy),

see (4.39) below. We exploit _[Q hdx = 0 and supp(Q5) C Bs(0) to find

ITashllz@ny = Bl o) = Hh —Q5xh— Q™ /Q h—Qs+hdx

L2(Q)
< Ik = Q5 * hlleca) < Tash— Q5 * (Tagh) Iz < I1(1 = 0% TashllLe(@n)-

Since 0 < 1 — ég < 1 (see (4.13) and Remark 4.2.3 b)), we deduce that 1o h = 0, and hence, h = 0,
as stated. O

Remark 4.3.10 (Uniqueness in N¥7%(Q) with enlarged single layer). The mean value con-
dition in the previous proposition can be removed in exchange for replacing the Dirichlet condition
in the single layer s by a Dirichlet condition in Qs \ O for any O € Q. This means, if h € N5 (Q)
satisfies h = 0 a.e. in Qg \ O, then h = 0.

Indeed, let O’ C Q be smooth with O € O’ € Q and take 5 € L'(R") with |51 gn) = 1 and
supp(n7) C B.(0) for ¢ > 0 sufficiently small. Since there is a ¢ € R such that Q5 * h = ca.e.in Q

with h = 0 a.e. in Q5 \ O, we find that the convolution hy, = n = h satisfies
Q5 * hy =cae. in 0" with h, =0 a.e. in Oj \ 0.

By the uniqueness statements in Theorem 4.3.8 and Proposition 4.3.12 (applied to the set O’), it
follows that h = h,, for all such #, which is only possible for h = 0. A

Remark 4.3.11 (Equivalent norms on N57%(Q)). Based on the isomorphisms Y5 and @ we
conclude that defining

Wells(ay = hllncs) +| | Q5+ ha

and

Whllsoa = Wil + | [ |
Q

for h € N5P%(Q) yields two norms on N*%(Q) that are equivalent to I-lle (o) Wwhen p € (1, 1%5)
A
2
1-s’
for NP9(Q), we collect a few further observations about the solutions to (C) and (P). Suppose in
the following that ¢ € R and g € LP(Is). By Lemma 4.3.6, the solution set 529 (c, g) has at most

cardinality 1; specifically,

Finally, we study the case p € [ =, o). Before stating the corresponding representation result

PB(c,g) = {weg} N H' P (RY).

Since LP(Qs) € L9(Qs) forall 1 < g < p, Lemma 4.3.6 implies also that we, € H'~>9(R") for all
q € (1, ﬁ). In particular, this shows that the solution sets of (P) are independent of the integrability
parameters, in the sense that

B9 (c,g) = B (e,g) forallq e (1, %5).
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so that we can conclude

PO (c.g) = B (c.9) N HITP(RY).

Considering the one-to-one relation between the solutions of (C) and (P) (see Lemma 4.3.5), the
above properties of P57 (c, g) carry over to €7 (c, g). Hence,

Q:s,q,é(c, g9) = @S,Z,é(c’ g) forallge (1 L), (4.39)

> 1-s

and along with (4.19),
€P(c,g) = €55%(c, g) N LP (Qy). (4.40)
The latter gives rise to the next result.

Proposition 4.3.12 (Characterization of N%7%(Q) for p € [{%, ©0)). Letp € [:%, ) and let

Q be a bounded C*'-domain. Then, o
N*P2(Q) = N*22(Q) N 1P (Qy),
where N>%*%(Q) can be characterized as in Theorem 4.3.8.
Proof. The combination of (4.31), (4.32), and (4.40) proves the claim. O

Remark 4.3.13. The maps @5 and ¥§ from (4.37) and (4.38) can be defined analogously when
p € [%, o0). While Proposition 4.3.12 shows that they are still injective, surjectivity generally
fails in view of Remark 4.3.7. This shows that not all boundary values in L?(Ts) can be attained by

functions in NSP-9 (Q), in contrast to the case p € (1, 1—35 . A

4.3.3 Regularity properties of functions with zero nonlocal gradient and exam-
ples

In this section, we dive deeper into some of the properties of functions with zero nonlocal gradient,
such as their regularity, and we will show some numerical examples to illustrate how they generally
behave.

We start off by showing that all functions in N*%(Q) are smooth inside Q.

Corollary 4.3.14 (Functions with vanishing nonlocal gradient are smooth in Q). Letp €
(1,00), then every h € N>P9(Q) satisfies

hlo € C¥(Q).

Proof. It suffices to prove the statement for h € €579(0, g) with g € LP(Ts), given (4.31) and the fact
that €79(c,g) = €P9(0,g — ¢) + c for all c € R. If h € €5P9(0, g), we deduce from Lemma 4.3.5
that

h=(Piw)los foraw e P$sP9(0,9) c H, *(I).

To see that the restriction (Piw)|q is smooth, we argue as follows. For any ¢ > 0 sufficiently small
and ¢ € C*(R") with ¢ = div V5 on B.(0), it holds that

Psw=divVisw=9¢*w onR"\ (supp(w));

this follows from (4.16) via integration by parts, along with an approximation argument. Conse-
quently, Piw can be expressed as the convolution of a compactly supported LP-function with a
smooth function on R" \ (Q°), for any ¢, and is thus smooth on the union of all these sets, which
is Q. O
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In general, we do not expect that functions in N*#9(Q) will be regular on the larger domain Qj
given Remark 4.3.7, see also Figure 4.2 and 4.3 below. However, there do exist smooth non-constant
functions in N*P9(Q) (cf. Proposition 4.3.1) and they are exactly those that can be obtained from
the translation mechanism.

Proposition 4.3.15 (Functions in N57%(Q) with extra regularity). Letp € [1,00], then it
holds that

N*P(Q) N HPO(R")|os = {Piolos : v € WP (R™) with Vo = 0 a.e. on Q},

and
NS’P»fS(Q) NCo(R™)]as = {Psvla, = v e Co (R") with Vo = 0 on Q}.

Proof. Let u € N*P9(Q) N H*?°(R")|q, and consider an extension @i € H*”?(R") of u. Then,
we find by Lemma 4.2.4 that v := Q5u € WP (R™) with Vo = Diu = 0 a.e. on Q. Moreover, by
Lemma 4.2.5 we find that

Psvlas = tlas = u,
as desired. On the other hand, if u = Pjv[q, for v € WLP(R") with Vo = 0 a.e. on Q, then

ue Hs’f""s(IR”)lg(s and Dju = VQiu = Vo = 0 a.e. on Q. This proves the first identification.

For the smooth case we can argue in the same way, by also using that Q§ and P§ map smooth
functions to smooth functions (cf. (4.16)). Note that P§ might not preserve the compact support,
but this is not an issue since C;°(R")|q; = C*(R")|q;. O

We close this section with an illustration of selected one-dimensional examples of functions
with zero nonlocal gradient. Figure 4.2 depicts a numerical approximation of the unique function
heg € €%29(c,g) with ¢ = 0 and g = —1 on T5. While hegy € L9(Qs) for all g € (1, 1£;) according
to (4.39), we see in the first plot that this function has a jump singularity at the boundary of the
domain Q = (-3,3). This indicates that h.4 might not lie in L?(Qs) for all p € (1, c0), reflecting
the observations from Remark 4.3.7 and 4.3.13. Moreover, while one may expect from the first
illustration that the function is constant on a sub-interval of (-3, 3), the enlarged plots show that
this is not the case. Indeed, h.4 seems to be displaying oscillations with decreasing amplitude,
which is in line with the fact that functions in N*?%(Q) need not be constant on any subset of Q
(cf. Proposition 4.3.1). It is an interesting topic for further study to understand these oscillatory
patterns better, and to see if all non-constant functions in N sP-9(Q) have a similar behavior.

In Figure 4.3, there are two further examples of functions with zero nonlocal gradient. The
left-hand example is similar to the one from Figure 4.2, but with different boundary values. It still
features jump singularities at the boundary, and is nearly constant away from the boundary. The
right-hand example in Figure 4.3 shows a function with zero nonlocal gradient constructed via the
characterization in Proposition 4.3.15. In contrast to the other examples, this one does not have a
jump singularity at the boundary. By construction, it is smooth and an element of N*#9(Q) for all

p € [1,00].

4.4 Technical tools involving functions with zero nonlocal gradi-
ent

In this section, we present several results regarding the function spaces H>”%(Q) in which the set
N*4(Q) plays an important role. We start off with a bounded-domain analogue of the isomor-
phism between H>?%(R") and W (R") from [72, Section 2.4] that turns nonlocal gradients into
gradients. Subsequently, we study extensions of functions in H%?%(Q) to the whole space R" and
prove new nonlocal Poincaré and Poincaré-Wirtinger inequalities and compactness results.
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Figure 4.2: Numerical approximation of the function h.; € N $20(Q) forc = 0 and g = —1 on T

with increasing degrees of zoom. The parameters for the computation aren = 1, Q = (-3,3),s = %,
5 =1and ws € CX(-1,1) is a bump function equal to 1 on (-3, ).
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Figure 4.3: Left: A numerical approximation of the function k., € N $20(Q) withc = 0 and g(x) = x
for x € Ts. Right: A plot of P3v|a, € (pe[1,00] N5P3(Q) with o(x) = 1+ 5¢(x +4) — 2¢(x — 4) for
a non-negative bump function ¢ € C;°(—1,1). The parameters are the same as in Figure 4.2.

4.4.1 Connection between classical and nonlocal Sobolev spaces

As we know from Section 4.2.3, the translation operators QF and its inverse P provide a iso-
morphism between the spaces H*?°(R™) and W' (R") with the properties V o Q5 = Dj and
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D5 o Ps = V. On a bounded open set Q ¢ R”, it still holds for u € H5P9(Q) that Qju lies in
WP (Q) with V(Qju) = Dju (cf. Lemma 4.2.4), but P} is not defined on W"f(Q), which prevents
an identification with H%7%(Q) in analogy to the setting on the whole space R".

It turns out that one can resolve this issue and find a perfect translation mechanism also be-
tween the classical and nonlocal Sobolev spaces on bounded sets, by considering the spaces modulo
the functions with zero (nonlocal) gradient. In this spirit, our next theorem gives a natural gener-
alization of Lemma 4.2.4 and 4.2.5, cf. also [72, Section 2.4].

To state the result precisely, let us introduce the quotient spaces

H*P9(Q) = HP2(Q)/N*PP(Q) and WP (Q) = W™ (Q)/C(Q),

where C(Q) := {v € LP(Q) : v is constant}; for the equivalence classes in H5P9(Q), we write
[uly =u+ N*P3(Q) with a representative in u € H*%(Q), and analogously, [0] = v + C(Q) with

v € W (Q) for elements in W' (Q). We endow these spaces with the norms given by

1)

H50:5(Q) = ||Df$u||LP(Q;R") and ||[U]||W1P(Q) = ”VU“LP(Q;R”): (4'41)

noting that D5u and Vo are both independent of the chosen representative of [u]} and [0], respec-
tively. Moreover, let 5{35 [u]§ == Djuand %[v] .= Voforu € H?9(Q) andv € W' (Q), respectively,
where the choice of representative is irrelevant.

Theorem 4.4.1 (Isomorphism between HsP3(Q) and WP (Q)). Let p € [1,00]. Then, the
linear map

Q5 : HP2(Q) » WH(Q),  [u]} > [Qjul
defines a isometric isomorphism, and it holds with 73; = (@2)_1 that
VoQ5=Dj and DoPi=V. (4.42)

Proof. Note first that ég is well-defined since Q%h is constant for any h € N sP9(Q). The first
identity in (4.42) follows immediately from V o Q% = D5, and we can compute that

195 [ul§ 0 o) = 19(Q30) e ey = ID3ullieamny = Hul§lloms o)

for all u € H>?%(Q), which shows that éfs is an isometry. To prove the bijectivity, we claim that

the inverse of éfs is given by
Pilo] = [P5(E)la, ]} forve WHP(Q),
where £ : W (Q) — WLP(R") is any bounded linear extension operator. Indeed, it holds that
D§(P;lv]) = Dy(P5(Ev)la,) = V(Ev)lg = Vo forv e WH(Q),

from which we infer the second part of (4.42), as well as 735 o ég =Id and @55 o 733 =Id.
O

Remark 4.4.2. The boundedness of éfs and 5; holds as well, if H%*(Q) is equipped with the
associated quotient norm, i.e.,

y s = inf —-h + || D3 ‘R7
ITuT5 M Fsps o) helegs(Q)Hu e (s) + IDsullr (omn)
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for u € H»9(Q). Indeed, for @g this is clear, whereas for 73; we can compute for v € WP (Q)
with fQ vdx =0 that

175 o1

fsro(a) S IPs(E0)llLe(as) + IVollLr (@mn)

< CllEollwrr wmy + Vol (@mn)

< Cllollwre @) + IVolle@rny < Clllolligrs q)
where the second inequality uses Lemma 4.2.5, and the last the classical Poincaré-Wirtinger in-
equality. Moreover, for p € (1, ), the operator norm of P; is independent of s by (4.20). We use

this observation later in Corollary 4.4.7 to deduce a new nonlocal Poincaré-Wirtinger equation.
In the classical Sobolev setting, the norm |||, (@) in (4.41) is equivalent to the quotient norm

on W?(Q) by the standard Poincaré-Wirtinger inequality. A

If the characterization of N*(Q) in Theorem 4.3.8 holds, then any boundary values can be
attained in the layer I';s by elements in an equivalence class of H>?%(Q). In other words, for each u €
H*P9(Q) and each g € LP(Is), there exists a representative of [ulj =u+ NP%(Q) that coincides
with g in I's. Based on this observation, we can state the following consequence of Theorem 4.4.1.

Corollary 4.4.3. Letp € (1, 1%3) and Q be a bounded C*'-domain. Then, for everyv € WP (Q)
and g € LP(Ts), there is au € H*P%(Q) such that

{Dgu =Vo a.e. in Q,

u=g a.e. inTys.

Proof. Let v € W (Q). Then, Theorem 4.4.1 implies that Vo = %[U] = 53 [ul§ = Dju for some
u € H%P%(Q). By Theorem 4.3.8, we may assume that u coincides with g in the boundary layer T},
which yields the desired function. ]

4.4.2 Extension modulo functions with zero nonlocal gradient.

While not every function in H%?%(Q) is the restriction of a function in H*?(R") (cf. Proposi-
tion 4.3.3), we can show nevertheless that extensions to the whole space R"” are possible up to
function with zero nonlocal gradient. This technical tool has several applications within this paper.
It has appeared already in the proof of Proposition 4.3.3, where it provided an efficient way for
generating functions in N»%(Q).

With p € [1, 0], we define for a given bounded linear extension operator £ : W (Q) —
WP (R"),

£ HPO(Q) — HPO(R"), &5 :=PjoEo0 Q5 (4.43)

with the translation operators QF and P from Section 4.2.3. As the composition of bounded linear
operators, £ is bounded, even uniformly in s when p € (1, o), see (4.20). In view of (4.15), we infer

for every u € H*9(Q) that D3&E5u = Dju on Q, and thus,
u—Ezulos € NP3 (Q)  foru € H*P9(Q).

In this sense, £ can be viewed as an extension operator on H P9 (Q) modulo functions in NP9 (Q).

Note further that &3, as a map from HP9(Q) to LP(Q;), is compact for p € (1, 00) due to the
compact embedding of H»°(R") = H*?(R") into LP(Qs), see Section 4.2.2. Thus, if (u;); is a
weakly convergent sequence in H%?%(Q) with limit u € H>?%(Q), then

Esuj — Egu in LP(Qs). (4.44)
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4.4.3 A new nonlocal Poincaré inequality

Another application of Theorem 4.3.8 is that we can derive a new Poincaré inequality for the nonlo-
cal gradient. As opposed to the Poincaré inequality in [30, Theorem 6.1], which requires functions
to be zero in the double collar Iy 5, the new one only imposes a condition in I's together with an
average-value condition. Precisely, will work with functions in the linear subspace

ﬁs’p’a(Q) = {u e H¥?9(Q) :u=0ae. inT}, /Q udx = O}.

Theorem 4.4.4 (Nonlocal Poincaré inequality). Let p € (1, %) and Q C R" be a bounded

CY-domain. Then, there exists a constant C > 0 such that

> 1-s

llullr(os) < ClIDsullre (orm)
forallu € I—DIS’I”5(Q).

Proof. The proof stragegy follows a well-known contradiction argument, with Lemma 4.4.5 below
as main technical ingredient. Suppose the statement is false, then there is a sequence (u;);

HSP‘S(Q) with |lujlLe(qs) > jllD5ujllLe (:rn) for all j. By defining the sequence (i;); C HSP‘S(Q)

Vla

N uj
Uy = 7——F— >
lujllze (os)

we obtain ||i4;||zr(qs) = 1 and |[D5u;l|rr(@:rn) < 1/j for each j. This allows us to conclude for a
non-relabeled subsequence that

4j —=h in H9(Q) as j — oo,

with a limit function h € H>P9(Q) that satisfies D3h = 0, or in other words, h € N>PO(Q).

Due to the weak closedness of I-OIS’P"S(Q), we also find that u € IjIS’P"S(Q), which yields h = 0 by
Proposition 4.3.9.

Finally, we infer from Lemma 4.4.5 that #; — 0 in LP(Qs) as j — oo, which contradicts
@l (o5 = 1 for all j and thereby, proves the result. O

The previous proof used the compact embedding of HP9(Q) into L (Qg), which is the subject
of the following lemma. We point out that it builds substantially on the identification of N4 (Q)
from Theorem 4.3.8.

Lemma 4.4.5. Letp € (1, %) and suppose Q C R" is a bounded C**-domain. If (u;); C HP9(Q)
is such that u; — u in HP%(Q) as j — oo with someu € HP%(Q), thenu € HSP5(Q) and

uj »u  inLP(Qs) as j — oo. (4.45)

Proof. The fact thatu € I:IS’P"S(Q) is clear, since I:IS’P"S(Q) is weakly closed in L?(Qs). As for (4.45),
we use the extension operator £ from Section 4.4.2 to obtain

Esuj = Eu inLP(Qs) as j — o

by (4.44). Therefore, with the sequence (h;); C N*P3(Q) given by hj:=uj—Eujand h:=u-Eu
it holds that

hj = hinL?(Qs) and h; —> h inLP(Ts) as j — oo, (4.46)
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where the second convergence follows from u; = 0 = u a.e. on I's. If we consider the norm on
N*P9(Q) from Remark 4.3.11, then (4.46) implies
Q

Since ||||l|ysps(q) is equivalent to the norm induced on N*P9(Q) by IIllLr (s)> We obtain hj — h
in L?(Qs), and thus,

— 0 asj— oo.

IR lllnsrs @) = Rjllee ;) +

uj=Euj+h;j - Eu+h=u inLf(Qs)as j — oo,

which concludes the proof. m]

Remark 4.4.6. The contradiction argument in Theorem 4.4.4 works more generally for any weakly
closed subset X ¢ H*P%(Q) that is compactly contained in L? (Qs) and satisfies XNN*P0(Q) = {0}.
For example, one could replace the condition /Q udx = 0 by the condition /Q Q5 *udx = 0 or

remove the mean-value condition completely and assume u = 0 a.e. in Qs \ O for any O € Q
(cf. Remark 4.3.10). A

4.4.4 Nonlocal Poincaré-Wirtinger inequality

Here, we derive an inequality involving the nonlocal gradient in the spirit of the classical Poincaré-
Wirtinger inequality, by subtracting suitable functions with zero nonlocal gradient. Moreover, we
complement the inequality with a compactness result. This will be used later in Section 4.6 to prove
the well-posedness and localization as s T 1 of nonlocal variational problems with Neumann-type
boundary conditions.

Let p € (1, 00), and consider the metric projection 73 : LP(Qs) — N sP9(Q), which minimizes
the distance to the functions with vanishing nonlocal gradient in the L?-norm, i.e., for u € L?(Qs),
lu — w5 (W) llre s = heNrE;iag(Q)”u = hllzr(s);

Note that the minimum exists, considering that N7%(Q) is weakly closed in H*#%(Q), and also in
LP(Q), since ||| gsps(q) = IIllLr(q) on N5P3(Q). In the case p = 2, s corresponds to the (linear)
orthogonal projection onto N%”9(Q). Even though 75 need not be linear when p # 2, one does
have that 7§ is 1-homogeneous and that

ms(u+h) =xi(w)+h  forall h e N*P(Q). (4.47)

It is also well-known that 75 is continuous, given that L”(Qs) is uniformly convex, see e.g., [119].
We now formulate and prove the Poincaré-Wirtinger inequality with the help of the metric
projection.

Lemma 4.4.7 (Nonlocal Poincaré-Wirtinger inequality). Let p € (1,00). Then, there exists a
constant C = C(Q, p, ) > 0 such that

||u — n;(u)HLp(Qg) < C”DEU”LP(Q;R”)

for allu € HSP2(Q).

Proof. 1t follows from Theorem 4.4.1 (in the version where H*?%(Q) is equipped with the quotient
norm, see Remark 4.4.2) and Lemma 4.2.4 that

e = w3l s) < Mulillgsrs ) = 1P3Q5 W5l 5ons 0y < CNQ5 U510 (o)
= CIIQ5ulllzzip o) = CIIV(QsWlIr (@mrm) = ClIDsullLe (o).,

with a constant C > 0 independent of s. m]
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Second, one obtains the following compactness result. It can be seen as the trace-free analogue
to [28, Theorem 2.3] in the setting of complementary-value spaces.

Lemma 4.4.8 (Compactness in H¥?%(Q)). Let p € (1, ), then any sequence (uj); C H5PO(Q)
converging weakly tou in H*P%(Q) satisfies

uj — mg(uj) > u—rmy(u) inLP(Qs) asj — oo.

Proof. Using the extension operator modulo N*79(Q) from (4.43), we define
hj=&uj—uj+&u—-uce NP9 (Q) for all j.

Since Efu; — E3u in LP(Qs) according to (4.44), it follows that u; + hj — u in LP(Qs), and hence,
jli_)f{)lo”lij —u—my(uj —u)llrr (s < J_li_)ngolluj —u+hjllLr(as =0,

by definition of the metric projection. This shows that
uj — mo(uj —u) = uin LP(Qs) as j — oo.

In view of (4.47) and the continuity of 73, we then find that
uj — mo(uj) = uj — mo(uj —u) — m5(u; — my(uj —u)) = u—m5(u) inLP(Qs),

which concludes the proof. ]

4.5 Nonlocal differential inclusion problems

In the present section we discuss results on the solvability of differential inclusion problems in-
volving the nonlocal gradient. This means that for a given set E ¢ R™*", we aim to find all
ue HS’P"S(Q; R™) that satisfy

Dsu € E ae. inQ, (4.48)

and optionally, also a boundary condition in the single layer Is or the double layer I'.s. Problems of
the type (4.48) have not appeared in the literature before, although related results such as fractional
Korn inequalities have been studied recently in various settings [32,130,190].

Throughout this section, let p € [1,00] and Q@ € R" be a bounded Cl1-domain. Additionally,
whenever we work with Dirichlet conditions in the double layer I'.s, we also assume that Q_s # 0
and |0Q_s| = 0. The set N> (Q) naturally plays a key role in the discussion of (4.48), considering
that it can be interpreted as the solution to the most basic nonlocal inclusion, namely, with the
choice E = {0}. On the one hand, for any solution to (4.48), adding a function from N*P4(Q)
generates a new solution, that is, if u € H*»%(Q) solves (4.48), then so does any other element in
[uly = u+ N*P3(Q), cf. Section 4.4.1. When p € (1, 1—33), any single-layer boundary condition
g € LP(Ts) can therefore be attained, by the characterization of N7%(Q) in Theorem 4.3.8.

Our overall strategy in dealing with (4.48) is to relate them with classical differential inclusions,
and to carry over the by now well-known results on their classical counterparts, that is, solving

Vo e E ae. inQ. (4.49)

for v € WIP(Q), also subject to boundary conditions. A rich literature on the latter has emerged
over the last decades, including [76-78,170,200], see also [75,169,182] for an overview. While there
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is no unified theory available, the results fall roughly into two groups, relating to the complemen-
tary themes of rigidity and flexibilty. This division, which we will adopt here as well, is partly moti-
vated by models in materials science, where differential inclusions appear naturally when studying
microstructure formation, cf. [169,182].

The connection between nonlocal and standard gradients established in Section 4.4.1 implies
that (4.48) and (4.49) are equivalent when it comes to solvability. Indeed, due to Theorem 4.4.1
the map éfs gives a bijection between the solutions of (4.49) modulo constants and the solutions
to (4.48) modulo functions in N*”4(Q). In the following, we take a look into selected aspects of
flexibility and rigidity in the nonlocal setting, starting with the latter.

One calls the classical differential inclusion (4.49) rigid, if all its solutions v have constant gra-
dient, meaning that, 0(x) = l4(x) + ¢ = Ax + ¢ for A € E and ¢ € R™; recall the notation 4 with
A € R™" for the linear function I4(x) = Ax with x € R". The nonlocal gradient of a linear
function agrees with the classical gradient, since

DCSglA = QfS * VZA = Qg * A= A, (4.50)

where we have used ||Q3|/z1®n) = 1 (see also [32, Proposition 4.1]). Based on this observation, one
obtains that rigidity carries over to the nonlocal setting in the following sense.

Corollary 4.5.1 (Nonlocal rigidity). Let E C R™*" be such that the differential inclusion (4.49) is
rigid. Then, all solutions u € H>P(Q) to the nonlocal inclusion

Diu€E ae inQ, (4.51)

are of the formu = l4 + h with A € E and h € NP%(Q). In particular, ifp € (1, %), then for any
g € LP(Ts), there is a solution u of (4.51) withu = g a.e. inTy.

Proof. Asu € [I4]§ with A € E clearly solves (4.51) in view of (4.50), it remains to show that these
are the only solutions. Indeed, by the assumption of rigidity, the solutions to (4.49) are exactly the
functions that lie in [I4] for some A € E, so that any u solving (4.51) needs to satisfy Q5[u]§ = [La].

Since also éfs[lA]; = [la] and éfs is injective according to Theorem 4.4.1, we finally conclude that
u—1ly € N5PO(Q).

When the assumptions of Theorem 4.3.8 are satisfied, we may use Theorem 4.3.8 to find that
any boundary condition is attained in N%”®(Q), which yields the second part of the statement. O

The preceding result characterizes all solutions in terms of the set N>#°(Q) and shows that
there is no restriction on the boundary conditions that can be achieved in the single layer. If one
prescribes boundary conditions in the double layer I'y s, instead, the set of solutions is considerably
more restrictive. Our next statement addresses a nonlocal inclusion problem with linear boundary
data I4 with A € R™*" precisely,

Diu€E ae inQ_g,
Diu=A ae inl., (4.52)
u=Ily a.e. in I,

for u € H*P%(Q). Note that the reason for prescribing the nonlocal gradient in the collar I_s is
that the condition u = I4 a.e. in .5 automatically implies Dju = A near 0Q in light of (H2). The
inclusion Du € E a.e. in Q would therefore only be possible if A € E, which renders the problem
trivial. We now show a rigidity statement for (4.52).



4.5. NONLOCAL DIFFERENTIAL INCLUSION PROBLEMS 131

Corollary 4.5.2 (Nonlocal rigidity with linear boundary conditions). Let E c R™*" be such
that the inclusion (4.49) is rigid and let A € R™*". Then, the nonlocal inclusion problem (4.52) has a
solution if and only if A € E, which is then uniquely given by u = l,.

Proof. Let u be a solution of (4.52) and define v := Qju € WLP(Q), which then satisfies Vo € E
a.e.in Q_s and Vo = A ae. in I, cf. Lemma 4.2.4. Since (4.49) is rigid, there is an A’ € E such
that Vo = A” a.e. in Q_g. Hence, it holds that v = I4» + c a.e. in Q_s for some ¢ € R. Moreover, for
ae.xeQ\(Q_s+ supp(Q3)) (by (H2), this open set is non-empty), we obtain

v(x) = (Q5 * u)(x) = (Qj * la) (x) = Ax.

Combining this with Vo = A a.e. in I'_s, yields that v = I4 a.e. in I'"_s5. We conclude that

v=Isy+c ae inQ_g,
v=1I4 ae inl_g,

so that we must have l4/ + ¢ = [4 on 9Q_s for v to be a Sobolev function. Unless A = A’ and ¢ = 0,
we find that the set where l4» + ¢ = [4 is an affine subspace of dimension at most n — 1, which
cannot contain the boundary of the bounded open set Q_s. Therefore, we must have A = A” and
¢ = 0, which yields, in particular, that A € E and Dgu = Vo = A a.e. in Q. We now infer from
the nonlocal Poincaré inequality for double-layer boundary conditions (see [30, Theorem 6.1]) that
u =l is indeed the only solution. O

Next is a statement on flexibility for (4.52), which also allows for solutions with non-constant
nonlocal gradients and reveals a relation between the attainable boundary conditions and the set
E. In doing so, we restrict our attention to a weaker notion of solutions, though, calling a sequence
(uj); C H*>*9(Q;R™) an approximate solution to (4.52), if

dist(Djuj;, E) — 0  in measure on Q_s,
Diu; — A in measure on I'_g, (4.53)

uj=lIu in Tys.

In the classical case, it is well-known that approximate solutions to (4.49) subject to linear
boundary values [4 exist if and only if A lies in the quasiconvex hull of E defined by

E¥:={BeR™" : f(B) < sup f for all quasiconvex f : R™*" — R},
E
see e.g., [169, Theorem 4.10],[75, Chapter 7]. For the approximate solutions as in (4.53), we can use
the translation method to prove an analogous statement.

Proposition 4.5.3 (Approximate solutions to nonlocal differential inclusions). Let E C
R™*" be compact and A € R™ ™. Then, (4.52) admits an approximate solution in the sense of (4.53)
if and only if A € E%°.

Proof. First, suppose that A € E9°, then by [169, Theorem 4.10], there is a bounded sequence (v;); C
Wol’oo (Q; R™) such that

dist(A+ Vo;,E) — 0 in measure on Q. (4.54)

We may assume without loss of generality that v; — 0 in L*(Q;R™) and hence, also Vo; = 0in
L*(Q; R™ ™); otherwise, we glue together suitably scaled and translated copies of v; for each j.
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After identifying v; with its extension to R" by zero, we define the sequence (i;); by
i = Psv; € H*°(R™;R™) for j € N.

Since D3t = Vo, S 0in L®(R";R™*"), and the sequence (v;); is also bounded in W* (R™; R™),
it follows along with the weak continuity of P that u; — 0 in HSPS(R™,R™) = H?(R™;R™) as
Jj — oo for all p € (1,00). In addition, the compact embedding of H>? (R"; R™) into L™ (Qs; R™)
for sp > n (see Section 4.2.2), yields

iij >0 inL°(QsR™ and i — 0in HY0(Q;R™). (4.55)
We now introduce a sequence of cut-off functions (y;); € CZ°(Q_s; [0, 1]) such that
-5\ (=11 >0 and Lip(xpllijlli=(zmm — 0 asj— o, (456)
where Lip(yj) denotes the Lipschitz constant of y;, and we define (u;); via
uj = xjil; € H*O(Q;R™),
which guarantees
uj=0 inT.s. (4.57)
Moreover, by the nonlocal Leibniz rule (see [72, Lemma 2]),
Dju;j = x;Dgiij + Ky, (i;) = x;Vo; + Ky, (i), (4.58)
where Ky, : L%(Qs) — L¥(Q;R") are bounded linear operators that satisfy
IKy; (@) L= (@mmny < CLip(xj) 1 llL=(asmm) — 0 as j — oo; (4.59)

the last convergence follows from (4.56). Since dist(A + y;Vv;, E) — 0 in measure on Q_s due
to (4.54) and the first convergence in (4.56), we conclude along with (4.58) and (4.59) that

dist(A+ Dju;, E) — 0  in measure on Q_s.

Moreover, as [72, Lemma 3] yields convergence Dju; — 0in L* in any compactly contained subset
of the collar I'_s, we have that

A+Dju; — A inmeasure onI_sas j — co.

Hence, we obtain the desired approximate solution to (4.52), after adding the linear function I4 to
(u])]

Conversely, if (uj); C H>*9(Q;R™) is a sequence satisfying (4.53), we set v; == Qju; for all
j € N to find that (0;); € W (Q;R™) is a sequence with v; = [, on 9Q for all j € N in the sense
of traces, and

{dist(ij, E) = dist(Dguj, E) —» 0 inmeasure on Q_sas j — oo,

s . .
Vou; =Dju; — A in measure on I'_s5 as j — oo.

A small adaptation to the argument in [169, Theorem 4.10 (i)] now shows that A € E9°, as desired.
O



4.6. WELL-POSEDNESS AND LOCALIZATION OF NONLOCAL NEUMANN-TYPE PROBLEMS 133

4.6 Well-posedness and localization of nonlocal Neumann-type
problems

This section is concerned with the analysis of nonlocal differential equations with homogeneous
Neumann-type boundary conditions. In fact, it even covers a more general setting with natural
boundary conditions. Our main results are the well-posedness for these problems for any fixed
fractional parameter s € (0,1) and a rigorous proof of localisation, i.e., the convergence to the
classical analogues of these boundary-value problems as the fractional parameter s goes to 1.

We approach these problems from the variational perspective, where the objects of interest
are the associated energy functionals: For Q ¢ R” a bounded Lipschitz domain and p € (1, ),
consider Fy : HP9(Q; R™) — R, given by

Fs(u) = [zf(x, Diu) dx —/ F - udx, (4.60)

Qs

where F € L”' (Qs;R™) with p’ the dual exponent of p and the Carathéodory function f : Q x
R™*" — R, are suitably given.

Due to the absence of any constraints in the space of admissible functions H%*?(Q), the mini-
mization of F§ gives rise to natural boundary conditions when passing to the Euler-Lagrange equa-
tions. Nonlocal variational problems on complementary-value spaces, in contrast, lead to Dirichlet
boundary-value problems, see e.g., [30, Section 8].

4.6.1 Existence theory for a class of nonlocal Neumann-type variational prob-
lems

In this section we prove the existence of minimizers of the functional in (4.60), on a suitable subspace
of H%P%(Q) where the Poincaré-Wirtinger inequality from Section 4.4.4 can be applied. Precisely,
recalling the metric projection 75 : LP(Qs;R™) — N P9 (Q; R™) from Section 4.4.4 (extended to
vector-valued functions), we introduce the sets

L
N*PO(Q;R™)” = {u € H*PO(Q;R™) : m3(u) = 0}.
For p = 2, this corresponds to the orthogonal complement of N%%%(Q; R™) in L?, whereas for the
case p # 2, it need not be a linear subspace, given the nonlinearity of the metric projection.

We now present the main result of this section, which establishes the existence of minimizers
for 73 on the subspaces NSPO(Q; Rm)L.

Theorem 4.6.1 (Existence of minimizers for .7-";). Letp € (1,00), F € LP'(Q(S; R™) and f :
QX R™M — R, := R U {co} be a Carathéodory integrand such that

f(x,A) > c(|AIP —1) foraexe QandallAeR™"

with a constant ¢ > 0. Ifv fQ f(x, Vo) dx is weakly lower semicontinuous on W (Q; R™), then
the functional .7-"; in (4.60), i.e.,

fé(u)=/9f(x,D§u)dx—/Q F-udx,

. o L
admits a minimizer over NP9 (Q; R™)™.
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Proof. We apply the direct method in the calculus of variations. Note first that N>79(Q; R™)" isa
weakly closed subset of H>#9(Q; R™) as a consequence of Lemma 4.4.8. The coercivity then follows
from the lower bound on f along with the Poincaré-Wirtinger inequality from Corollary 4.4.7,
which reduces to

llullLr (@srm) < ClID3ullLe (Qirmxn),

for u € NPO(Q; Rm)l. For the weak lower semicontinuity of 73, we observe that if u; — u
in Hs’p’5(Q;[Rm), then v; := quj — qu =: v in W' (Q;R™) with Vo; = Dguj for all j and
Vo = D;u, cf. Lemma 4.2.4. Hence,

J'"g(u)=/Qf(x,Vo)aIx—/Q F-udx

< liminf/ f(x, Vo;)dx - / F - ujdx = liminf F3(u;),
j—oo Q Qs j—oo
showing that 7 is weakly lower semicontinuous on H sP9(Q; R™). In combination with the coer-

civity, this yields the desired existence of a minimizer of 73 in N SPO(Q; Rm)l. m]

Remark 4.6.2. a) For the sake of generality, the previous theorem assumes that the classical in-
tegral functional (with standard gradients) associated to 77 is weakly lower semicontinuous. Well-
known sufficient conditions for this include polyconvexity of the integrand f in the second argu-
ment or quasiconvexity of the latter along with a suitable upper bound, see e.g., [75, Theorems 8.11
and 8.31].

b) Note that if F € L (Qg; R™) satisfies the compatibility condition

/ F-hdx=0 forallh e N*»°(Q;R™), (4.61)
Qs

then 7 is invariant under translations in N5P%(Q;R™). As a consequence of Theorem 4.6.1, Fs
then admits minimizers over the whole space H>»%(Q; R™). A

As a consequence of Theorem 4.6.2, and specifically Remark 4.6.2, one can infer, by passing
to Euler-Lagrange equations, the existence of weak solutions for a class of nonlocal differential
equations with natural boundary conditions. Namely, suppose that F satisfies (4.61) and let f be
continuously differentiable in its second argument and C > 0 such that

If(x,A)| < C(1+|AlP) and |Daf(x,A)] <C(1+|APY) forall (x,A) € Qs x R™", (4.62)

with D4 f the differential of f with respect to its second argument. Then, using a standard argument,
see [75, Theorem 3.37], we find that the minimizers u € H>?°(Q;R™) of F7§ solve the weak Euler-
Lagrange equation

/DAf(x, Dju) - Do dx = / F-vdx forallv € HSPO(Q;R™). (4.63)
Q Qs

We note that the compatibility condition in (4.61) is also necessary for (4.63) to hold, since the left
hand-side is zero forv € N%P%(Q; R™). Moreover, by the definition of the weak nonlocal divergence
via nonlocal integration by parts, the equation (4.63) corresponds to the weak formulation of

—div§(ToDaf (-, D5u)) = F in Qs. (4.64)
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Within the region Q_g, this equation reduces to the nonlocal Euler-Lagrange equation from
[30, Theorem 8.2], while in the double boundary layer I.s, the equation takes into account the
geometry of the boundary 9Q. More precisely, one obtains

—divy(Daf(x, Dju)) = F in Q_g, (4.65)
N3 (Daf(x,D5u)) = F in [y, '
where N = —divy(1q-) coincides with the nonlocal boundary operator, recently introduced

in [26, Definition 3.1] to prove a concise nonlocal integration by parts formula.

Now, if u solves (4.64) or (4.65) (weakly), the nonlocal divergence imposes that ToDaf (-, D5u)
must be regular enough across 9Q. As s T 1, we expect to recover the natural boundary conditions
Daf(-,Vu) - v =0 on 9Q with v an outer normal to 9Q. This intuition is made rigorous in the next
section.

4.6.2 Localization fors T 1

We now turn to studying the limiting behavior of the nonlocal variational problem from Theo-
rem 4.6.1, and the closely related nonlocal Neumann-type problems, as the fractional parameter s
tends to 1. Our main result in this section (see Theorem 4.6.4) rigorously confirms the expecta-
tion that these problems localize, that is, they converge to their classical counterparts with usual
gradients.

To start, let us collect in the next lemma some preparatory tools revolving around the asymptotic
behavior of the sets N%?9(Q) and N5?%(Q)* as s tends to 1. To capture the limit objects, we
introduce H"?9(Q) := {u € LP(Qs) : ulg € WP (Q)} and

N'9(Q) = {u e H"»%(Q) : Vu=0in Q} = {u € LP(Q;) : ulq is constant}. (4.66)
along with its corresponding metric projection 75 : LP(Qs) — N L23(Q), and we also set
N'PO(Q)" = {u € H"PP(Q;R™) : xl(u) = 0}.

Given the definition in (4.66), the projection ﬂé(u) agrees with u in Iy and is constant on Q. Consid-
ering that argmin g |lu — c||zr () = 0 is equivalent to /Q |u|P~1 sign(u) dx = 0 for any u € LP(Qs),
one can represent N'2%(Q)* as

NP (Q)t = {u € LP(Qs) s ulo € WHP(Q), u=0ae. in T}, / lulP~! sign(u) dx = 0} . (4.67)
Q

When p = 2, the nonlinear integral condition in (4.67) reduces simply to the requirement of zero
mean value.

Lemma 4.6.3. Letp € (1,00) and let (s;); C (0,1) be a sequence converging to 1. Then, these
statements hold:

(i) Forallv € WYP(R™) it holds that P;jv — 0 in LP(Qg) as j — oo.
(ii) If (uj); € LP(Qs) converges tou € LP(Qs), then n;j (uj) — ﬂé(u) asj — oo.

(iit) Let (u;); C LP(Qs) withu; € N¥PS(Q)* for all j. If‘supj“D;juj”Lp(Q;Rn) < o0, then there
isau € NP9 (Q)* such that (up to a non-relabeled subsequence)

uj —> uinl?(Qs) and D;juj — Vu in LP(Q;R") as j — oo.
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Proof. Part (i). Let v € W (R™). In light of (4.11) and (4.20), we find for 0 < § < inf; s; that

Sj Sj
sup||Py ol s rr) < supl|Pyollgsir @ny < 0.
j j

Due to the compact embedding of H? (R") into L? (Q,5) (see Section 4.2.2), there is a subsequence
(not relabeled) such that P;j v — win L?(Q,s) for some w € L?(Q,s). To identify w, consider an

arbitrary test function ¢ € C°(Qs). As shown in [72, Eq. (3.4)], it holds that Q;j Q= Q;j xQ — @
uniformly as j — co. Together with Fubini’s theorem, this implies

/ we dx = lim / (P;jv) (Q;j * @) dx = lim / [Q;j * (P;jv)] @ dx

]—)00

= lim (Q?P;jv)q)dx:/ v @ dx,
Qs Qs

from which we infer w = v on Q.

Part (ii). Since 0 € N*P9(Q) for all s € (0, 1], we deduce from the definition of the metric
projection that

Hﬁgj(”j)”Ll’(Qg) < 2|lujllte(qs)  forall j.

As (uj); is bounded in L? (Qs), so is (JT;j (uj));, and there exists a (non-relabeled) subsequence and
aw € LP(Qs) with n';j (uj) = win LP(Qs) as j — oo. For any test function y € C°(Q;R"), one
then obtains

/ wdivyde = lim [ 7/ (u;) divy ¢ dx =0, (4.68)

Q J=° Jas

where the first inequality uses divgj ¥ — div ¢ uniformly on Qs (see [72, Lemma 7]), and the last
equality follows from integration by parts and the fact that ﬂ;j (u;) € NP3(Q) has zero gradient
D;j for each j. By (4.68), the limit function w is constant on Q, and hence, w € N'?9(Q), cf. (4.66).

It remains to show that w = 7} («) and that 7} (1;) converges even strongly.
To this aim, we first construct an auxiliary sequence (h;); C LP(Qs) with the properties that

hj € N%P9(Q) forall j and h; — m5(u) in LP(Qs) as j — . (4.69)

Since ﬂ;(u) is constant on Q, one can find a sequence (¢x)r C C.°(Qs) that approximates Jré(u)

strongly in LP(Qs) and satisfies that ¢ is constant on Q for every k. Then, P;j pr € N9PI(Q)
because of

DY (P o) =V(Q)Pox) =V =0 onQ,
and, along with part (i),

lim Lim || Py o — m5(u) e (y) = ]}Eroloﬂfpk = 5(W)llLe(ay) = 0.

k—)oo _]—)OO

By extracting a suitable diagonal sequence, we obtain a sequence as in (4.69).
Now, with (h;); and the convergences u; — u and ﬂ;j (uj) = win LP(Q;s) at hand, it follows
that

lu = 5 (Wller05) < llu = wllie(ay) < lirn inffu; - 5 p)llee )

< limsupllu; — hjllr(as) = llu — m5(u) e (ay)-

Jj—oo
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As the inequalities in the previous lines turn to equalities, we infer n;j (uj) » w= é(u) in LP(Qs),
which finishes the proof of (ii).

Part (iii). By Corollary 4.4.7, the sequence (u;); is bounded in L? (Q;). Using that the extension
operator & (see Section 4.4.2) is uniformly bounded with respect to s gives

S S
supl|E5"uj |l s rny < sUpl|E5 Uil s mny < o,
j j

with § € (0,inf; s;]. By the compact embedding of H*?(R") into L”(Q;s), we can extract a subse-
quence (not relabeled) and find a w € L?(Qs) such that ng u; — win LP(Qs). A distributional

argument in analogy to [72, Lemma 9] allows us to deduce that w|g € W'P(Q), or equivalently,
w € H"?%(Q), and

D;juj = ngfgjuj - Vw in L?(Q;R") as j — oo. (4.70)
Part (ii) shows on the other hand that Jr;j (Egjuj) — 7g(w) in LP(Qs) as j — co. Hence,
uj = E;juj + (uj — Egjuj) = Egjuj - ﬂ;j(é’;juj) - w- ﬂ;(W) in L?(Q) as j — oo; (4.71)

note that the second equality is a consequence of u; — E;j u; € NP9(Q), equation (4.47), and

uj € N*P9(Q)*, which imply 7}/ (£;u;) — £/ u; +u; = 3 (u;) = 0.
Finally, the statement follows from (4.70) and (4.71) with u := w — ﬂé(w) e N'79(Q)*, and the
observation that Jr;(w) e N'79(Q) is constant in Q. O

We can now state and prove our localisation result in terms of variational convergence for s T 1.
Using the framework of T'-convergence (see e.g., [49,80]) guarantees the convergence of minimizers
as a particular consequence.

Theorem 4.6.4 (I'-convergence to classical variational integral). Letp € (1,),F € L' (Qs; R™)
and f : Q x R™" — R, be a Carathéodory integrand such that

f(x,A) 2 c (AP - 1) foraex € QandallAeR™" (4.72)

with a constant ¢ > 0. Ifv /Q f(x, Vo) dx is weakly lower semicontinuous on W (Q; R™), then
the family of functionals (F3)s with F§ : LP(Qs;R™) — Ro, defined by

]_‘S _ /f(x, Dgu) dx — / F-udx foru c Ns,p,5(Q; [Rm)L’
6(u) - Q Qs
(&)

else,

T'-converge with respect to LP(Qs; R™)-convergence as s — 1 to Fy : LP(Q5;R™) — R, given by

. /f(x, Vu) dx — / F-udx forue N"PO(Q;R™)*L,
.7'—5(11) =3JQ Q
o0 else,
with NP9 (Q; R™)* as in (4.67). In addition, the family (F3)s is equi-coercive in LP (Qs; R™).

Proof. Let (s;); be a sequence in (0, 1) that converge to 1 as j — oo.
Step 1: Equi-coercivity. Let (u;); C LP(Qs) with sup; ]:;j (uj) < oo,in particular, u; € NSO (Q)+
for each j. The lower bound (4.72) together with the nonlocal Poincaré inequality in Corollary 4.4.7
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with a constant independent of s shows that (D(ssj u;); is bounded in L? (Q; R™*"). Hence, the com-
pactness result in Lemma 4.6.3 (iii) is applicable and immediately yields a subsequence of (u;); that
converges strongly in LP (Q; R™) to a function in N179(Q)*.

Step 2: Liminf-inequality. Let (s;); € (0,1) and (u;); € L(Qs) be sequences such that s; — 1,
uj — uin LP(QsR™) as j — oo and assume without loss of generality that sup; f:;j (uj) <
co. Then, according to Lemma 4.6.3 (iii) (cf. also Step 1), u € N'»%(Q)* with D;juj — Vu in
LP(Q;R™*") as j — oo. The desired liminf-inequality

Fs(w) < liminf F/ (u))
Jj—00

is straightforward, if we exploit the weak lower semicontinuity of v +— /Q f(x, Vo) dx as in the
proof of Theorem 4.6.1, but now with Q;j varying with j.

Step 3: Recovery sequence. Let u € N 7%(Q)* with Fy(u) < oo and take o € WP (R™; R™) with
v = u on Q. We define a sequence (u;); C L?(Q;s) by setting

uj = P;jv - ﬂ;j(P;jv) e NSPO(Q; R™)*.
By construction, it holds in view of (4.15) that, for every j,
D;juj = D;j (P;jv) =Vo=Vu onQ, (4.73)
and Lemma 4.6.3 (i) and (ii) imply
uj > v-m5(v) =u inLP(QsR™) as j — oo.

Observe that the identification of the limit function results from the fact that both u and v — n’é(v)
lie in N%?9(Q)* and they have the same gradient in Q.
Altogether, we have shown that u; — u in LP(Qs; R™) and

.F(ssj(uj):/Qf(x,D;juj)dx—/QSF-ujdx:/Qf(x,Vu)dx—/g;éF~ujdx—>fé(u)

as j — oo, which proves the stated I'-convergence. ]

Remark 4.6.5. We point out that the statement of Theorem 4.6.4 does not require any growth
bound on f from above. This is of particular relevance in settings with polyconvex integrands,
which - motivated by applications in elasticity theory - are often chosen to be extended-valued. In
terms of the proof, the waiver of any upper bound on f is possible by the specific construction of
the recovery sequence, whose nonlocal gradients are independent of j, see (4.73). A

Finally, we address what the previously shown convergence of the variational problems implies
for the relation between local and nonlocal differential equations subject to natural and Neumann-
type boundary conditions.

Indeed, if the classical compatibility condition /Q Fdx = 0 holds, then any minimizer u €
LP(Qs;R™) of F}, when restricted to Q, also minimizes the functional

UH‘/g)f(x,Vv)dx—‘/QF-vdx



4.6. NONLOCAL NEUMANN-TYPE PROBLEMS 139

over the full space WP (Q; R™). In particular, if f is continuously differentiable in its second argu-
ment with f and D4 f satisfying (4.62), then the minimizer u weakly satisfies the Euler-Lagrange
system with natural boundary conditions

(4.74)

—div(Daf(-,Vu)) =F inQ,
Daf(,Vu)-v=0 on 9Q,

where v is an outward pointing unit normal to Q. Therefore, Theorem 4.6.4 implies that the
minimizers of 73 converge up to subsequence in L (Q; R™) to a weak solution of (4.74) as s T 1.
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Chapter 5

Nonlocal gradients: Fundamental
theorem of calculus, Poincaré
inequalities and embeddings

This chapter corresponds to the preprint

[36] J.C.Bellido, C. Mora-Corral and H. Schonberger. Nonlocal gradients: Fundamental theorem
of calculus, Poincaré inequalities and embeddings. Preprint arXiv:2402.16487, 2024.

5.1 Introduction

Many phenomena in nature, science and engineering are modeled with differential equations or
local variational principles. Locality in this context means that the behaviour of an object depends
only on its immediate neighborhood. However, there are situations where long-range interactions
have to be taken into account. This gives rise to nonlocal models involving integro-differential
equations or integral operators. The study of nonlocal models has proliferated in the last decades, as
they provide effective ways to bridge between different length scales and lead to refined predictions.
Areas that have benefited from nonlocal modeling include materials science, diffusion processes,
imaging and machine learning.

An initial motivation for this work is peridynamics, which is a new nonlocal approach to solid
mechanics [196] that has experienced huge progress and has led to a substantial literature; see,
e.g., the books [44, 91, 116, 154], or the more mathematically-oriented articles [33, 47, 159]. Even
though bond-based peridynamics, based on double-integral energies, is among the most widespread
nonlocal models in mechanics, it was demonstrated in [27, 160] that it is incompatible with the
classical model of nonlinear elasticity in the nonlocal-to-local limit.

To remedy this shortcoming of bond-based peridynamics, the authors of [28] adopted a model
similar to the classical one ([23]) that involves, instead of the classical gradient, the Riesz fractional
gradient D° for s € (0, 1), which is defined for smooth functions u : R" — R as

Dfu(x) = cn,s/ ux) ~uly) x -y dy (5.1)
R

no|x -yt x—yl 7

The Riesz fractional gradient is a paradigmatic example of a nonlocal gradient. It was Shieh &
Spector [193,194] who brought it to the attention of the PDE and calculus of variations communities.
They introduced the function spaces associated to the Riesz gradient, with the key observation that
they are equivalent to the Bessel potential spaces H*F (R"). Moreover, a series of useful inequalities
and embeddings hold. These fundamental insights laid the basis for an analysis of the equations
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and minimization problems related to the fractional gradient, which has led to the understanding
of fractional function spaces [66,179], the existence of solutions in variational problems [28, 140],
and the relationship with local models [29].

A drawback of the Riesz fractional gradient for certain applications is the fact that it requires
integration over the whole space for its computation. To be able to work on bounded domains,
as is desirable, for instance, for realistic materials modeling, the previous approach was modified
in [31,72] by incorporating a horizon parameter. This was implemented by truncating the Riesz
fractional gradient. To be more explicit, the nonlocal gradient for a fractional parameter s € (0, 1),
a horizon § > 0 and an appropriate non-negative, smooth, radial cut-off function ws supported in
the ball B5(0) is defined as

Dju(x) = / ux) —uly) x—y ws(x ;3_)1 dy forxe Q. (5.2)
Bs(x) 1x—yl Ix-yllx—yl

Note that u needs to be defined in the larger region Qs = {x € R" : dist(x, Q) < §}. As in the
case of Sobolev spaces (and in the fractional case above), there are two ways to define the space
H*P9(R") associated with nonlocal gradients: as a completion of the smooth compactly supported
functions under the norm |[u||» gn) + ||D§u|| Lp ()’ and through a distributional definition, which
is based on a suitable integration by parts formula.

Analyses of the variational problems based on Dgu can be found in [30,31,72,141]. Two tech-
niques established in those papers are the translation method [31,72] and the nonlocal fundamental
theorem of calculus [31]. The translation property is based on the observation that every nonlocal
gradient is a classical gradient. Precisely,

Diu = V(Qy * u), (5.3)

where Q5 is an integrable kernel supported in the ball Bs(0). The nonlocal fundamental theorem
of calculus refers to the representation formula

u = V§ * D3u, (5.4)

where V7 is a locally integrable function implicitly given via Fourier transform. The identity (5.4)
can be used to prove various embeddings and inequalities related to the nonlocal gradient D and
the function spaces H»%(R"). Both (5.3) and (5.4) are modifications of analogous results in the
fractional setting [66, 140,179,193].

Expressions (5.1) and (5.2) lead naturally to the central objects in this paper, which are general
nonlocal gradients of the form

[ u —uly) x—y
D,;u(x)—/w 8 ey dy

for some kernel p, typically with a singularity at the origin. Despite the fact that the axiomatic
properties (invariance by translation and rotation, homogeneity and continuity [208]) of the Riesz
gradient are desirable in many contexts, in some situations the use of other kernels p presents
advantages. Perhaps the most relevant kernels for applications are those with compact support,
since they allow for modeling phenomena in bounded domains. We denote by H”? (R") the set of
LP(R™) functions with an L?(R") distributional nonlocal gradient, while, given an open Q c R”,
the set H(’; ?(Q) comprises those H?? (R™) functions vanishing in the complement of Q.
References on general nonlocal gradients are [92, 93, 102], where vector calculus for nonlocal
gradients is addressed, and [161], on localization properties of nonlocal gradients. More precisely,
this article benefits from the works [148] for non-radial kernels, [31, 72] for the operator D%, and
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[129] for kernels supported in a half-ball. In fact, while this article was being written, we became
aware of the preprint [16], which studies general nonlocal operators similar to ours, but focuses on
different aspects: nonlocal-to-local estimates, localization, quasiconvexity and fine properties.

In this work we examine radial kernels, which model isotropic interactions, and its aim is to
ascertain the assumptions on p that are necessary to develop a satisfactory theory for nonlocal
gradients and its associated function spaces. In particular, we establish a set of hypotheses on p
for which the main structural properties of the Riesz gradient carry over to general gradients. This
lays the basis for the study of PDEs and variational problems based on nonlocal gradients.

We give here an overview of our main results. The first key property that we establish is an
analogue of the translation method in (5.3), that is, we identify a locally integrable function Q,, such
that

Dyu=V(Q,*u) forueC’(R"), (5.5)

see Proposition 5.2.6. Beyond the simple representation that (5.5) provides, we use this formula
to gain information about the operator D, from the Fourier perspective by studying the Fourier
transform of Q,. This enables us to prove Poincaré inequalities and compact embeddings for the
spaces Hé) (Q) with Q ¢ R” open and bounded. Precisely, beyond technical assumptions on p, we
show that if
liminf |x|" " p(x) > 0, (5.6)
x—0

then there is a C > 0 such that
lullze (o) < ClIDpullLr (rnrny  for allu € HYP(Q),
whereas Hg ?(Q) is compactly embedded into L? (R") if
lim |x|""!p(x) = oo, (5.7)
x—0

see Theorem 5.4.5 for the case p = 2 and Theorem 5.4.11 for the general case p € (1, o); the setting
with p € (1, o) requires an additional smoothness assumption on p in order to apply the Mihlin-
Hoérmander multiplier theorem. Remarkably, we show in Proposition 5.7.5 that the conditions (5.6)
and (5.7) are essentially optimal when p = 2, which indicates that a singularity in the kernel p is
unavoidable.

Under additional assumptions on p, we can push the Fourier analysis of D, further and prove
a nonlocal fundamental theorem of calculus as in (5.4),

u=V,«Dyu forallue Hg’p(Q), (5.8)

with a locally integrable function V,, whose singularity at the origin is related to that of p, see The-
orem 5.5.2 and Corollary 5.5.3. As an application, we use (5.8) to show embeddings of Hé) ?(Q) into
Orlicz spaces and spaces with prescribed modulus of continuity, where the behavior of the Orlicz
function and modulus of continuity are linked to the singularity of p at the origin, cf. Theorem 5.6.2
and Theorem 5.6.5. This provides a refinement and generalization of the fractional Sobolev and
Morrey inequalities for D® and D [31,193] that is not restricted to the scale of Lebesgue or Holder
spaces.

As is apparent from the previous paragraphs, not all results require the same assumptions on
p. In fact, during the development of the theory, we will increasingly impose more conditions on
the kernel. We will see several examples of p along the paper, but we anticipate a few of them for
which the general theory holds:

x(x) x(x)(=log|x|) x(x) x(x)
|x|n+s—l’ |x|n+s—1 > |x|n+s—1(_10g|x|)’ |x|n+s(|x|)—l’
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with y € C’(R") a non-negative, non-zero, radial function with some weak property of being
decreasing (and supported in the unit ball in the second and third examples), 0 < s < 1 and, in the
last example, s : (0, 00) — (0, 1) a smooth function. All those kernels have compact support; we will
also see that this can be assumed without loss of generality, since only the behaviour of p near zero
is relevant for the properties of the function spaces H”?(R") and Hé)’p(Q), see Proposition 5.3.10.

We finish this introduction with the comment that the community has not reached a consensus
on the name or the notation for the spaces related to nonlocal gradients. In the introduction of
[59], there is an interesting discussion on the origin of the spaces H**(R"), which are commonly
called Bessel potential spaces, but for which the authors propose the name Lions-Calderon spaces. Of
course, the spaces H”P (R") generalize Bessel potential spaces, which, in turn, are nonlocal versions
of Sobolev spaces. Actually, in the case of Bessel potential spaces, those are obtained through com-
plex interpolation between Sobolev W' and Lebesgue L spaces. Hence, an appropriate name for
H*P(R™) could be fractional Sobolev spaces, but this name is commonly reserved for the Gagliardo
(or Sobolev-Slobodeckij) spaces WP (R™). In contrast to H*?(R"), Gagliardo spaces are obtained
by real interpolation between Sobolev and Lebesgue spaces. From our point of view, H>?(R") de-
serves the name of fractional Sobolev space in more right than W*?(R"), as for the former there is
a fractional differential object (the Riesz fractional gradient), whereas for the latter there is just a
fractional seminorm. Although p-Bessel space could be a sensible name for H”¥ (R"), we propose to
call it p-nonlocal Sobolev space, since there is no immediate connection with the Bessel potentials.

The outline of this article is as follows. In Section 5.2, we establish the basic assumptions on
p and properties of D, including the translation method of (5.5). An analysis of the associated
spaces H”(R") and HY ?(Q) is performed in Section 5.3, providing a distributional definition of
nonlocal gradients, a Leibniz rule and density results. In addition, Proposition 5.3.10 establishes a
simple sufficient condition for the equality of spaces associated to different kernels, and for carrying
over Poincaré inequality from one gradient to the other. Section 5.4 is devoted to the proof of the
Poincaré inequalities and compact embeddings under the assumptions (5.6) and (5.7). The nonlocal
fundamental theorem of calculus as in (5.8) is proven in Section 5.5, and the subsequent embed-
dings into Orlicz spaces and spaces of continuous function are presented in Section 5.6. Finally,
in Section 5.7, we establish conditions for inclusions and equality of spaces associated to different
kernels, and show that the conditions in (5.6) and (5.7) are almost optimal in order to have Poincaré
inequalities and compact embeddings in L?, respectively.

Notation

We fix the dimension n € N of the space and an open set & C R". The vectors of the canonical
basis of R" are ej, j = 1,...,n. The characteristic function of A C R" is denoted by 14. The
complement of a subset A in R" is denoted by A€, its closure by A and its boundary by 9A. We
write B,(x) for the open ball centred at x € R" of radius r > 0. We also set B, = B,(0), S"™! = 9B,
and S""! = {z € S" 1 : z; > 0}. The surface area in integrals is indicated by H"~!, while we set
Op_q = an—l(Sn—l).

We will use an exponent p € [1, 0] of integrability; its conjugate exponent p’ = p%l. The
notation for Lebesgue L? and Sobolev W? spaces is standard. So is the notation for functions that
are of class C¥, for k an integer or infinity. Their version of compact support are CX. The support
of a function is indicated by supp. We will indicate the domain and target of the functions, as in
LP(Q,R™). The target is omitted if it is R. We will use the abbreviation a.e. for almost everywhere
or almost every. For « € N, we give the standard meaning to the partial derivative 0* and the size
|a|; see [122, Sect. 2.2]. The operation of convolution is denoted by .
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The convention for the Fourier transform of a function f € L*(R") is

o= [ foetitan

This definition is extended by continuity and duality to other function and distribution spaces. The
Schwartz space is denoted by S and the space of tempered distributions by S’. The variable in the
Fourier space is generically taken to be . The inverse Fourier transform is denoted by fV.

A function f : R" — R is radial if there exists f : [0,00) — R (the radial representation of
f) such that f(x) = f(|x|) for every x € R™. A radial function f : R" — R is radially decreasing
if its radial representation is decreasing. A function ¢ : R” — R" is vector radial if there exists
@ : [0,00) — R such that ¢(x) = @(|x|)x for every x € R".

The words increasing and decreasing are meant in their wide (not strict) sense. In contrast, we
use positive and negative with their strict meaning.

From Section 5.5, we will use the notion of almost increasing and almost decreasing. A function
f : I — R" is almost increasing in the interval I if there exists a C > 0 such that for any x;,x; € I
with x; < x3, we have f(x1) < Cf(x2). An analogous definition is given for almost decreasing. We
will denote by C, Cy. . .. generic positive constants, which may vary from line to line.

For convenience of the reader, we collect here the assumptions made on the radial kernel p :
R™ — [0, o] that appear throughout the paper:

(H1) The function f, : (0,c0) — R, t +— t"~?p(t) is decreasing, and there isa 0 < p < 1 such
that uf,(t/2) > f,(t) for t € (0, ¢);
(H2) the function f, is smooth in (0, c0), and for t € (0, ¢),

—C%fg(t) > ]& and

t
< Ckw for k € N;
t tk

dk
Sl

(H3) the function g, : (0,00) — R, t +— t""7~1p(¢) is almost decreasing on (0, ¢) for some
o€ (0,1);

(H4) the function h, : (0,c0) — R, ¢t — t"™V7!5(t) is almost increasing on (0,¢) for some
y € (0,1).

5.2 First properties of G,

In this section we show some principal properties of the p-derivative G,u and its Fourier transform
foru € C7(R™).
We always make the following basic assumptions on p:
p : R™ — [0, 00] is radial with p(x) € R for all x € R" \ {0},
(HO) {p € Llloc(IR") with min{1, |x| ' }p(x) dx < oo,
Rn
igfp > 0 for some ¢ > 0.
Similar assumptions to (HO0) have appeared in the literature; e.g., [129]. Note that we consider p as

a function everywhere defined in R”, and not as an equivalence class of functions defined a.e.
Clearly, (HO) implies that

/ p(x) dx+/ @ dx < oo, r >0, (5.9)
B, B |

x|
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which, in terms of the radial representation p, can be written as
r [es)
/ p(Ht"tdt +/ P(H)t" 2 dt < oo, r>0. (5.10)
0 r
In fact, under the assumption (H0), we have the equivalence

pel'(R") / p(t)t" 1 dt < oo for some r > 0
r

. (5.11)
— / p()t" 'dt < coforallr > 0.
r
Example 5.2.1. Classes of kernels p satisfying (HO0) are:
(a) Givens € (0,1),
1

(b) Given a continuous s : [0,00) — (0,1) with inf|g ) s > 0,

1
|x|n+s(|x|)—1'

p(x) =

(c) Given0 <a <nand f>n-—1,

1 (%) TEe(x)
P = T TR

(d) If p satisfies (HO) and y € L*(R") is radial with y > 0 and infp, y > 0 then yp satisfies
(HO).

(e) If p1, py satisfy (HO) and a1, a; > 0 then a;p; + azp; satisfies (HO).
() If py, p; satisfy (HO) then any measurable radial p with p; < p < p, satisfies (HO).

Definition 5.2.2. Foru € C;°(R"), we define the nonlocal gradient of u as

Gou(x) = /n u(sz : Zl(y) li : le(x - y) dy, x € R™. (5.13)

The following result shows that the nonlocal gradient defines an integrable and bounded func-
tion, which can be deduced from the more general statement in [92, Prop. 1], but we provide the
details for the reader’s convenience.

Lemma 5.2.3. Letu € CX(R"). Then G,u € L'(R",R") N L*(R",R") and the integral (5.13) is
absolutely convergent for each x € R".

Proof. Let L > 0 be a Lipschitz constant of u, then we can bound

.

Thus, G,u is bounded thanks to (HO).

u(x) —u(y) x-y
lx -yl |x-yl

p(x — )| dy < max{L, 2lluflo} /R min{1, [x — y| "} p(x - ) dy

= max{L,2||u||oo}/ min{1, |z| '}p(z) dz.
Rn
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Next, let K = suppu, § > 0, and define Ks := K + Bs. In order to prove that G,u € LY(R™ R"),
it is enough to show that G,u € L' (K5, R"). For x ¢ K5 we have

(y)l

1Gu(x)| dx < / _y)dy,

‘/K§|gpu(x)|dxﬁ/|u(y)|/ | ! | p(x —y)dxdy < ”qu/C pl(zzl) dz,

6
which is finite thanks to (5.9). O

SO

Define A, : R" — C" as

Ap(§) = /R ) P l(;l)zx(esz'x — 1) dx.

Similarly as in [129, Lemma 2.13] (see also [148, Lemma 1.2]), the following result shows that 4, is
the Fourier multiplier associated to the operator G,,.

Lemma 5.2.4. Ifu € CZ(R") then
Gou = A,u. (5.14)
Moreover, ()
i& x)x1
A —
PO=T Jo P

and |A,(&)| < oo forall € € R".

sin(2rlélx) dx, e R"\ {0}

Proof. Thanks to Lemma 5.2.3, G,u € L'(R",R™) and the following calculation is valid for each
EeR™

. u(x) —u(y) x-y i
gpu(§)—/n /n P |x_y|p(x y)e T dy dx

u(y_z) _u(y) z —2mi(y-z)-&
/ . / N Ok ydz

= —/ [/ u(y — z)e 27W=208 gy ez’”z'g/ u(y)e_zmy'gdy] ﬁp(z) dz
n n n Z

- [ [0 -] Zopta de
o Tiz: z
= | (e2 £ _ 1) P

so (5.14) is proved. The alternative expression for A, is obtained as follows. The integral

/n p|(;|1x (cos(2mé - x) —1)dx

is zero since it is absolutely convergent with an odd integrand. Therefore,

A,(8) = i/Rn pl(;')zx sin(27€ - x) dx.

Now, as p is radial, if R € SO(n) is a rotation then

Ap(RE) = i/Rn p)x sin(27R¢é - x) dx = i/Rn px sin(27¢ - RTx) dx = RA,(&).

|x|? |x|?
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Now, given & € R”, choose R € SO(n) such that RE = |&|e;. Then

4o =R 4l = a0 [P0 sinorite e = w7 [ 209 oz a
= |l_§| y pt;);ﬁ sin(27|&|xy) dx,

as desired.
Finally, using the bound [sin ¢| < min{1, [¢|} (¢ € R), we find that

1, (0)] < /R n ’ﬁ) [sin(2]EJx1)]| dx < /R plx) min x|, 2x12]} dx < oo

X
in light of (5.9). O

Now we employ a strategy described in [31, Prop. 4.3] (itself based on [179, Lemma 15.9]) con-

pUxD x

Ix Tx] For this, we define the function

sisting of studying a potential of x — —
< p(t
Qp(x) = / & dt, x € R™\ {0},
ot
which is well defined and finite due to (5.10). We present some of its immediate properties.
Lemma 5.2.5. The following statements hold:

(i) Foreach0 < a < b we have
Q, € W-(By\By), Q,€L'(By) and VQ, € L'(BR"),

and for a.e. x € R™ \ {0},
pllx) x
x| |x|

VQp(x) ==
(ii) For every M > 0 there is a C = C(n, M) > 0 such that

C
|Qp(x)| < W for|x| > M.
(iii) If p € L'(R") then Q, € L'(R™). Moreover, when p has compact support then Q, lies in
LY(R™) and also has compact support.

Proof. Part (i). Let 0 < a < 1. Then

1= ¢ 00 — t 1 1 0
[Bas [ Bas L [poetas [ porta<es G
; . a" J, 1

in view of (5.10). Consequently, the radial representation §p of Q, is locally Sobolev in (0, o) (see,
e.g., [149, Thms. 3.29 and 7.16]). An argument similar to [24, Lemma 4.1] shows that Q,, is locally
Sobolev in R™ \ {0} and its distributional derivative coincides with its classical derivative a.e.

A straightforward calculation based on the coarea formula and Fubini’s theorem shows that

b 00 —
_ On-1 — n-1 n p(t)
/Bb Qp(x)dx = " [/0 p(H)t" dt+b /b — dt

< 00,
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thanks to (5.10) and (5.15).
As Q, is absolutely continuous,

Q/o(t) = —@, forae. t > 0,
s0 _ .
VO,(x) = QP(M)H, fora.e. x € R™\ {0}.

With this we clearly have VQ,, € L'(BS, R"), due to (5.9).
Part (ii). For any t > M > 0 we have

5o [P0 L [T L [T e
Qp(t)—/t - rst"—lft p(r)r drstn_I/M p(ryr*~“dr

and (ii) is concluded thanks to (5.10).

Part (iii). Assume p € L'(R"). In order to show that Q, € L'(R") it is enough to check that
0, € Ll(BZ), due to (i). A straightforward calculation shows that

00 — n_ bn e
/ Qp(x)dx = an_1/ &r— dr < 0',1_1/ p(r)yr"ldr < oo,
B b b

r n

in view of (5.11). If, in addition, p has compact support then so does Q,, and, hence, Q, € L'(R").
O

As a consequence of part (iii) of Lemma 5.2.5, if p € L'(R") then Qp is a continuous function,
which is analytic if p has compact support. In fact, in the development of the theory, we will often
assume that supp p = B for some § > 0. In this case, for an open set Q C R” we define Q5 = Q+Bs,
and note that G,¢ is supported in Qs for ¢ € C°(Q).

We now show that the nonlocal gradient can be written as the convolution of Q, with the

classical gradient, and derive a formula for Qp.
Proposition 5.2.6. The following two statements hold:
(i) Foru € C°(R"), we have that G,u € C*(R",R") and
Gou=Q,*Vu=V(Q, *u).
(ii) If; in addition, p € L'(R™), then
Gou(§) = 2mikQp(O)U(8) and  Ap(§) = 2miEQy (&),  EER”

and
0, () = 2”1| §| /R ] p T;CI)ZXI sin(27|&lx) dx, £ R™\ {0}, (5.16)

Proof. Part (i). We consider x, e € R" with |e| = 1 and the vector field

f:R"\{x} = R" B(y) = (u(x) —u(y)) Qp(x —y)e.

For any 0 < a < b, by Lemma 5.2.5, f € W (Bp(x) \ Ba(x), R"). By the divergence theorem (e.g.,
[149, Th. 18.1])

/ div f(y) dy = / B(Y) - v, (x) (y) dH" "' (y)
By (x)\Ba(x) 9By (x) (5.17)

- / BY) - vB,x) (y) dH" " (y),
B4 (x)



150 CHAPTER 5. GENERAL NONLOCAL GRADIENTS

where v (y) is the exterior normal to B,(x), for r = a, b. In fact,

div (y) = —Q,(x —y) Vu(y) - e — (u(x) —u(y))VQ,(x —y) -e, ae y€R™

It turns out that both terms of the right-hand side of the formula above are in L!(R"). Indeed, by
Lemma 5.2.5 and the fact that u has compact support, we have that the map y — Q,(x —y) Vu(y)
is in L' (R", R"). Analogously, the map y — (u(x) —u(y))VQ,(x — y) is in L' (B4(x)¢, R"), and, as
u is Lipschitz, we have

/ |[(u(x) —u(y))VQ,(x —y)|dy < IIVulloo/ Ix = ylIVQ,(x - y)| dy
Ba(x)

Ba(x)

— (1 Vullewoms / 500 dt < oo,
0

in view of Lemma 5.2.5 and (5.10). In particular,

lim div f(y) dy = —/ Qp(x —y) Vu(y) - edy
a0 JBy,(x)\Ba(x) R"
Pl (5.18)

- /R,fu(x) —u(y)VQp(x—y) - edy.

By Lemma 5.2.5, Q, € L!(B,) for all r > 0, so
r —
/ Q, (" dt < oo,
0

which implies that lim inf,, Lo anép(a) = 0. Let {a;} jen be a sequence of positive numbers tending
to zero such that lim;_, a;?Q ,(a;) = 0. As u is Lipschitz,

/ ’B " VBa, (x) den—l
9Ba; (x) ’

and, as u has compact support, if b is big enough,

< [ lplaH < Va0 (a) — 0 as oo
9B, . (x
J

/ BBy (x) dH"! = u(x) Qp(x —Y) e VB,(x) dHn_l(y) =0
9By (x) 9Bp (x)

by symmetry. Together with (5.17) and (5.18), this yields

/ 0,(x— y) Vu(y) - edy = - / (u(x) — u(y)) VO, (x — y) - e dy.
Rn Rn

As this is true for every e € R" with |e| = 1, we conclude that

/ 0, (x - ) Vu(y) dy = - / (u(x) - u(y)) VO, (x - y) dy.
Rn R~

In light of Lemma 5.2.5 (i), this equality shows that Q, * Vu(x) = G,u(x). Naturally, we also have
Qp * Vu =V(Q, *u),sinceu € C;°’(R") and Q,, € Llloc(lR"). In particular, G,u € C*(R",R").

Part (ii). If p € L'(R") we have Q, € L'(R") thanks to Lemma 5.2.5. Consequently, taking
Fourier transforms in the expression G,u = Q, * Vu, we conclude that ij\u(sz) = 2m§§p(§)a(§) for
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all £ € R". Comparing this expression with that of (5.14), we obtain the correspondence 4,(&) =
zmgé,,(g) and, hence, the equality

_ i 1 p(x)x1 n
0o6) = i M = 3o [ B snenlgy s, £ R\ ()

holds thanks to Lemma 5.2.4. m|

Remark 5.2.7. IfQ, € L'(R") and ¢ € R"\ {0}, we can use the formula for the Fourier transform
of a radial function, see [122, Appendix B.5], to find the following alternative expression

~ p(1)
0= = [ B eandt a
2
o (5.19)
2 3 n 1
I i) / Ty Cealinrt drdt = — [ 50t nléln
&= bodo f 1£12 Jo
with J, for v > 0 the Bessel function of the first kind. In the last line we used
t
n_y(2 2 dr = 27t
/0 Jy-a 2aldle)r dr = 2oy 2l

which follows from the identity in [122, Appendix B.3]. The integral in (5.19) also appears in [16]
through different methods. A

Part (ii) of Proposition 5.2.6 formally shows that, for the nonlocal gradient G,, the fundamental
theorem of calculus in Fourier space looks like

- —ié
O = ——2 . Guo, R"\ {0}, (5.20)
B G IR

which motivates the further study of the Fourier transform of Q,,. This will be carried out in Section
54.

5.3 Function spaces

In this section we establish the definition and first properties of the spaces H”? (R") and Hop P (Q),
including density results. Then, we show a sufficient condition for the equivalence of spaces asso-
ciated with different kernels.

5.3.1 Definition and first properties

The aim of this section is to introduce the space of LP-functions whose nonlocal gradient is an
LP-function in analogy to Sobolev spaces, and derive some of its general properties. We start by
defining the nonlocal divergence.

Definition 5.3.1. For a vector field ® € C°(R", R"), we define its nonlocal divergence as

: O(x) —P(y) x-y
div <I>(x):/ . (x —y)dy, x € R",
’ I T

The following proposition states that the nonlocal divergence is the dual operator of the non-
local gradient G, in the sense of integration by parts. Different proofs of analogous results have
appeared in the literature, for instance [28,66,161,208]. We do not include the proof here and refer
the interested reader to any of those references.
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Proposition 5.3.2. Letu € L'(R") + L*(R") be such that

|u(x) —u(y)l
//n x| p(x —y)dxdy < oo (5.21)

for any compact set K ¢ R™. Then, for any ® € C.°(R", R"), the integration by parts formula

/ Gou(x) - ®(x)dx = —/ u(x) div, ®(x) dx
R R7

holds.

Notice that the hypothesis (5.21) guarantees that G,u(x) exists as a Lebesgue integral for a.e.
x € R", and G,u € Llloc([R”, R"); the assumption u € L'(R") + L*(R") combined with Lemma 5.2.3
ensures that u div, ®is integrable. The integration by parts formula leads naturally to the definition
of the distributional nonlocal gradient.

Definition 5.3.3. Givenu € L'(R") + L®(R"), we define its distributional, or weak, nonlocal gra-
dient D,u as the distribution

(Dpu, @) = — ‘/R" u(x) div, ®(x) dx, ® e C(R",R™).

Checking that D,u is a distribution is elementary, given Lemma 5.2.3. Thanks to Proposition
5.3.2, if u € L'(R") + L*(R") satisfies (5.21), its nonlocal gradient and its distributional nonlocal
gradient coincide: Gpou = D,u.

Definition 5.3.4. Letp € [1,00]. We define the p-nonlocal Sobolev space H”? (R") as the set of
functionsu € LP(R™) such that D,u € L?(R",R"), equipped with the norm
1
u ny + ||D,yu nny) P orp € [1,00),
||U||Hp,p(Rn) — (” ”LP(R ) ” P ”LP(R R )) f p [ )
max{||u|r=(rn), ||Dpu||L°°(R",R")} forp = oo.
For an open set Q C R", we define the closed subspace

Hop’p(Q) ={u € H?P(R") : u=0 a.e. in Q°}.

We also denote H?(R") = H”*(R"™) and H} (Q) = H(/,)’Z(Q)-

Standard arguments show that H”?(R") is a Banach space, which is separable for p € [1, o),
reflexive for p € (1, c0) and Hilbert for p = 2 (see, e.g., [52, Prop. 8.1], [158, Th. 2.1] or [31, Prop.
3.4]). We note that the choice p(x) = Mﬁ;’ﬁ for s € (0,1) and p € (1, 00) gives rise to the usual
Bessel-potential space H?(R"), see e.g., [193, Th. 1.7] and [54, Th. A.1]. Moreover, we deduce
immediately from the definition that Hg P(R") = HPP(R™).

The following result shows the embedding of classical Sobolev spaces into HP (R").

Proposition 5.3.5. Let p € [1,00]. Assume p satisfies (H0). Then, W'P(R™) c HPP(R") with
continuous embedding, i.e., there exists a constant C = C(n, p, p) > 0 such that for anyu € W (R"),

lullgrr (mny < Cllullwe rny-

Moreover, Dpu = gpu.
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Proof. Let u € WP (R"). In the case p = oo, we notice that for any x € R",
1) —uCOl [ e ) u)
5 I s I

p(h)
< IIVuIILw(Rn,Rn>/B p(h)dh+2||u||muq<n>/ T dh < Cllullwiern),
1

|Gpu(x)| < p(h) dh

where we have used (HO). Thus, ||G,ul|i~rnrn) < Cllullwie gy
For p € [1,00) we follow the proof of [29, Prop. 2.7], which we include here for the reader’s
convenience. Clearly,

JREELECI
AT

|GoullLr (rrrr) <

[u(-+h) —u(-)|
+ /B; o p(h) dh

LP(R™) LP(R")

Applying Minkowski’s integral inequality to the first term on the right-hand side of this inequality

yields
s/B %(/R |u(x+h)—u(x)|de)pdh
LP(R") 1 n

< C||VullLr (rn,rm) / p(h) dh < Cl|Vul|Lr (rn rr),
By

lu(-+h) —u)|
B, |A

p(h) dh

where we have used (H0) and [52, Prop. 9.3]. For the second term, applying Fubini’s theorem and

(HO), we find
ju+h) ()| o
/ e+

T

ph) o
|h |

p(h) dh | (=

Lr(R™) LP(R")

<2 ( L5 dh) lallzoy < Cllllo .

Consequently, ||gpu||Lp(Rn,Rn) < C||ul|wl,p(Rn).
Notice that the previous arguments show that, in both cases p = co and p < oo, any u €
WLP(R") satisfies the hypothesis of Proposition 5.3.2, and, hence, G,u = D,u. O

LP (RM)

The next result shows that the gradient operator commutes with convolution, see also [129,
Lemma 3.7].

Lemma 5.3.6. Let p € [1,00] and let p satisfy (HO). Let ¢ € CZ(R") andu € HPP(R"™). Then,
¢ *u € C”(R") and D,(¢ * u) = ¢ * D,u.

Proof. Let ® € C(R",R") and x € R". A straightforward calculation shows that

prdivy o) = [ [ -y T ‘j(z) Loy 2 dzdy

- [ [ w q’(x‘zli‘jﬁy‘z)-li Loplx =y s dy
= lep((p x* @) (x),

after applying the changes of variables y' = x — y + z and 2’ = x — y, and having in mind that all
integrals involved are absolutely convergent since ® € C;°(R", R") and p satisfies (HO).
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Let ¢ be the reflection of ¢, ie., p(x) = ¢(—x). Now, for any u € HPP(R"), by standard
properties of convolution, ¢ * u € C*(R"), and, by the previous computation, the definition of the
distributional nonlocal gradient and Fubini’s theorem (in particular, [52, Prop. 4.16]), we have

/ Dp((p*u)(x)-CD(x)dx:—/ @ * u(x) div, ®(x) dx
R” R
:_/ u(x)(§ * div, ®) (x) dx
:—/ u(x) div, (¢ * @)(x) dx
= [ D)+ (5 < ) d
_ /R (9 Dyu) (x) - D(x)

and having in mind that ® is an arbitrary test function, this concludes the proof. m]

As a consequence of Lemma 5.3.6 and the standard method of approximation by convolution
(see, e.g., [149, Th. C.16]), we find the following result.

Proposition 5.3.7. Let p satisfy (HO).

(i) Forp € [1, o), it holds that C*(R") N H”P(R") is dense in HPP (R").
(ii) For allu € HP*(R"), there exists a sequence {u;} jen in C*(R") N H»*(R") such that

uj > uae, Gouj— Dyuae,

lujllzo@ny = llullro@mny and ||Goujllro@nrr) — [[Dptt]|ro(mr mr) as j — oo.

The next lemma is a Leibniz rule in this nonlocal context, which is of interest in own right, and
also needed in the proof of Theorem 5.3.9.

Lemma 5.3.8. Letp € [1,00] and let p satisfy (HO). Let g € HPP(R") and f € C°(R™). Then,
fg € H??(R") and

D,(fg) = fDpg + Kr(9), (5.22)
with

(x)-fly) | x-
Kr(g)(x) =/ ! it I —p(x-y)dy, aexcR"
rr X =yl lx —yl
Moreover, there exists C = C(p) > 0 such that
IKf (@ llLe ey < Cllfllwre mn) lgllze ) (5.23)

and, if in addition p € L'(R"),

IKr (e mrrny < ClIV fllLe g l19llLe @n)- (5.24)
Proof. Clearly, fg € L?(R"). Let ® € C°(R", R"). It is immediate to check that for all x € R",

(x) - f(y) x—y
lx -yl |x -yl

div, (F0) () = ) div o)+ [ ! plx—y) - B(y) dy.
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Thus,
- [ f(x)g(x)div, ®(x) dx
Rn

=- / 9(x) div, (f) (x) dx + / / gl IW XY ey dyd
Rn R? JRR lx -yl |x-yl

- / FGODg(x) - D(x) dx + / Kr(9)(x) - 0(x) dx,
Rn Rn

which shows (5.22). The bound (5.23) follows from Young’s convolution inequality by using (HO)
and the estimate

fx)-fy) x—y
lx -yl |x -yl

p(x = )| < ClIf llwresmny min{1, |x — y| "' }p(x — y),

while (5.24) uses

TELTW 22 - )| < IVl oy = ),
Therefore, D,(fg) € L?(R") and fg € H?P(R"). |

The following result explores the density of C;° functions, whose proof utilizes well-known
mollification and cut-off arguments, see also [72, Th. 1] and [129, Th. 3.3].

Theorem 5.3.9. Let p satisfy (HO).

(i) Let1 < p < oo. Then, C°(R") is dense in HPP (R™).
ii) For allu € HP"*°(R"™), there exists a sequence {u;} ey in C(R™) such that
q jSJ c

uj > uae, Gouj— Dyua.e,

lujllomny = llullpemny and  [|Goujllre@nrny — [[Dpull L2 (rnrr) as j — oo,

(iii) Let1 < p < oo and let Q@ C R" be an open and bounded set with a Lipschitz boundary. Then,
CZ(Q) is dense in H{))’p(Q).

Proof. Due to Proposition 5.3.10 and Example 5.3.11 (a) below, we assume without loss of generality
that p € L'(R"). Parts (i) and (ii) can be proved as in [72, Th. 1]. Indeed, consider y € CZ(R")
with 0 < y < 1 everywhere, y = 1in By, and define yx := y(3) for k € N. Thanks to Proposition
5.3.7, it is enough to construct an approximating sequence for u € C*(R") N H??(R"). Then, the
sequence { yxu}ken is in CZ°(R™). Moreover, for p € [1, c0) we have yxu — u in LP(R") as k — oo
and, by Lemma 5.3.8,

IV x| (mr,rm)
IDyu — D, ()l e merry < |[(1= xe)Dputl| e (e mer) +CT||U||LP(RH) — 0ask — oo,

which yields (i). For p = oo, we have |yxu| < |u| and yxu — u a.e. In addition, by Lemma 5.3.8,
D,(xxu) = yxDpu + K,, (u). Because | yxD,u| < |[Dyu|l on R”, ypD,u — D,u a.e., and

C
1Ky, (W)l (rrmr) < E”V)(”L“’(R",[R”)||u||L°°(R") — 0 ask — oo,

we find that (ii) holds.
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Part (iii). We first show that for each u € Hé7 ?(Q) and ¢ > 0, there exists a i € H??(R") with

suppu € Q and |[u —d||ger(rn) < = (5.25)

N ™

To this aim, we may use the fact that the boundary of Q is Lipschitz, to find a partition of unity
Xo0s - - -» xN € C2°(R") subject to Q and vectors {3, ..., {n € R" such that

N
Z xi=1lonQ, yx,€Cl(Q), (5.26)
i=0

and .

(suppiN Q)+ AL cQ foralli=1,...,Nand A > 0 small enough. (5.27)

For such A, we define the function

N
U= you+ Z Tz (xiu),

i=1

where 7,(v) := v(- = {) for v : R” — R denotes translation by the vector { € R". In view of the
Leibniz rule from Lemma 5.3.8 and the translation invariance of D,, we deduce that & € H??(R").
Moreover, due to (5.27), we find that supp @ C Q, which guarantees the first condition in (5.25).

For the norm estimate, we may use the L”-continuity of the translation operator and the trans-
lation invariance of D,, to find a A = A, with

N N
P P E\P
—_ P — E ) — . 5 1) — . b
|lu u“Hp,p(Rn) = Hi:1 Xiu T)\-ggi()(lu) Lp (M) + H - DP(XIU) T/lséViDP(Xlu) Lp (R R7) < (2) >

where we have usedu = Zfio yiuinlight of the first part of (5.26) and the fact thatu € H(/)) ?(Q). This
proves (5.25). By mollifying i suitably, we can find a ¢ € C°(Q) such that [|ii — ¢||grrrn) < €/2,
which yields

lu — @llaer (rr) < llu —tllger (Rr) + |8 — @llHPP (RR) < &

and finishes the proof. O

5.3.2 Equivalence of spaces with different kernels

Here, we provide a sufficient condition so that two kernels give rise to the same space. This con-
dition describes that the two kernels behave similarly at the origin. Moreover, one can carry over
Poincaré inequalities from one gradient to the other.

Proposition 5.3.10. Let Q C R" be open. Let p1, p; satisfy (HO) and assume that (p1 — p2)/|-| €
L'(R™). Then, the following two statements hold:

(i) Let p € [1,00]. The identity Hé)l’p(Q) = Hé)z’p(Q) holds with equivalent norms.

(ii)) Let p € (1,00) and assume that Q is bounded. If there is a C; > 0 such that for all u €
H(Q),
lullr @) < CillDp,ullrr (rrrr), (5.28)

then there is a C; > 0 such that for allu € Hopz’p(Q),

lulle (@) < CallDp,ullLe (r7R7)-
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Proof. Part (i). Set
Flx) = X pa(x) = pr(x)
|| ||
Then, we find that F € L!(R", R") and, for all ® € C(R", R"),
div, ® =div,, @+ F * ®.

By Young’s inequality, the operator u — F * u is bounded on L? (R"). Hence, for u € H} »P(Q) and
® € C(R" R") it holds that

/ (Dp,u+F xu)-ddx = —/ u(div,, @+ F + @) dx = —/ udiv, ®dx,
Rn er n
where the first equality uses Fubini’s theorem and the definition of the weak nonlocal gradient D, .
Therefore, u € Hé’l’p(Q),
Dpu=Djyu+F+u (5.29)

and
IDp, ull e (rrrry < 1Dpyullie e rry + |Fll o meme 1l e (e .-
The reverse inclusion and inequality are proved analogously.
Part (ii). We first prove that if u € C;°(R") satisfies G,,u = 0, then u = 0. By Lemma 5.2.4,

0= Gpu(f) = A, (Ou(£) forall £ € R

If u were not identically zero, then # would be a non-zero analytic function, and hence, non-zero
in a set of full measure. As such, we deduce that A,, = 0 a.e. A further application of Lemma 5.2.4
to any ¢ € C°(R") implies that m =0 a.e, hence G,,¢ = 0 a.e,, and, in fact, everywhere thanks
to Proposition 5.2.6 (i). On the other hand, choosing a ¢ such that ¢(y) = —¢(—y) for ally € R",
¢ > 0in {y; > 0} and ¢ is not identically zero on B, N {y; > 0} yields

2¢(y)
Gp,0(0) = / ﬂipz(y) dy > 0,
>0y Yyl Iyl

cf. (HO). This contradiction concludes that u must be zero, which proves the claim.
Now we show that if u € ng’p(Q) satisfies D,,u = 0, then u = 0. Let ¢ € C°(R"). By Lemma
5.3.6 and the fact that Q is bounded, ¢ * u € C;°(R") and

Gp, (@ xu) =@ *D,,u=0.

By the claim above, ¢ * u = 0. As this is true for all ¢ € C°(R"), we conclude, by taking ¢ to be a
family of mollifiers, that u = 0.
Now, to prove the statement, we argue by contradiction. Suppose (u;); ¢ HJ 2P (Q) is a se-
quence satisfying
1= lujllLr Q) > jllDp,ujllLe(rnrny forall j € N.

As Hé)z’p(Q) is reflexive, there exists u € ng’p(Q) such that, up to subsequence, u; — u in H(’)Jz’p(Q).
As D,,uj — 0in LP(R",R"), we obtain that in fact D,,u = 0, which implies u = 0 thanks to the
result of the previous paragraph.

Since for all large R > 0, it holds that suppu; C Bg for all j € N, we find that

I+ ujlle Berry = 11(Te F) * ujlle (e mmy < IF |zt (Bg )y — 0,
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as R — oco. Together with the compactness of convolution operators on bounded sets due to the
Fréchet-Kolmogorov criterion (cf. [52, Cor. 4.28]), we infer that F * u; — 0 in L”(R"), and hence,
by (5.29)

Dyuj =Dpuj+F*u; — 0 in LP(R",R").

In view of (5.28), we deduce that u; — 0 in L?(Q) which contradicts ||u;||zrq) = 1. O

We note that in part (i), we can take Q = R”, which yields the correspondence H”**(R") =
HP2P(R™) with equivalent norms. Additionally, having in mind (5.10), we can see that the condition
(p1 = p2)/|-| € LY(R™) can be equivalently written as

-
/ (p1(t) — pz()) t" % dt < oo, for some r > 0.
0

Example 5.3.11. We present two applications of Proposition 5.3.10.

(a) Let p satisfy (HO) and let y € L*(R") be radial with y > 0 and y|p, = 1 for some r > 0.
Then yp satisfies (H0) and Hg”p(Q) = Hé(p’p(Q) forall p € [1, 0] and any open set Q c R".
The assumption y|g, = 1 can be weakened to infp, y > 0 and

/ x(x) — x(0)

p(x) dx < oo.
|x|

Moreover, if p € (1, c0) and Q is bounded, any Poincaré inequality for D, implies an anal-
ogous one for D, ,. We conclude that we can associate to every kernel satisfying (HO0) a
kernel satisfying (H0) with compact support and giving rise to the same space. In the de-
velopment of the theory we will often require that the kernel has compact support. Thanks
to this observation, this can be assumed without loss of generality.

(b) Lets € (0,1). Let y € L*(R") be radial with y > 0 and (y(0) — y)/|-|"** € L}(R"); the
latter condition happens, for example, if y is y-Holder continuous at 0 with y > s. Then the

kernel

p(x) = X
i

can be compared with the kernel (5.12) of the Riesz s-fractional gradient. Thus, Hg’p (Q) =
H{)”p(Q) for any open Q C R" and p € [1,00]. If, in addition, Q is bounded and p €
(1, 00), we have that ||u||zr () < ClIDyullir(rnrn) forallu € Hé)’p(Q), as a consequence of
the corresponding inequality for the Bessel-potential space H*? (see [193, Th. 1.8]). This
constitutes an alternative proof, as well as a generalization of the Poincaré inequality for
truncated fractional gradients of [31, Th. 6.2].

5.4 Poincaré inequalities and compact embeddings

In this section, we derive conditions on the kernel p such that the p-nonlocal gradient satisfies a
Poincaré inequality, and such that the spaces H} ?(Q) are compactly embedded into L?. The argu-
ment is based on inverting the nonlocal gradient via (5.20), and showing with Fourier techniques
that this is a bounded or compact operation. The results in the case p = 2 are tackled first and rely
on Parseval’s identity. Subsequently, the general case p € (1, ) is considered, which requires an
additional assumption in order to apply the Mihlin-Hérmander multiplier theorem.
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5.4.1 Positivity of O,

We show in this section that Qp > 0, as a first step to make sense of the expression (5.20). We also
relate the decay of Q, at infinity with the behavior of p around the origin. For this, we need the
following assumption:

(H1) The function f, : (0,c0) — R, t — t"?p(t) is decreasing, and thereisa 0 < p < 1 such
that f,(t/2) > f,(t) for t € (0,¢).

Remark 5.4.1. We note that the second part (the doubling property) of (H1) is satisfied if there
isa v > 0 such that t = t"f,(t) is decreasing on (0, £). The constant y is then given by 27".

Additionally, if f, is differentiable, then a simple calculation with the product rule shows that
t  tVf,(t) is decreasing on (0, ¢) if and only if

Jo(1)

t

1

d
a0z

The latter condition will appear again in (H2), and hence, implies the doubling property of (H1). A

for all t € (0, ¢).

Example 5.4.2. Classes of kernels p satisfying (H0)-(H1) are:
(a) p of Example 5.2.1 (a).

(b) Givenn—2<a <nandff>n-1,

e . 1pe(x)

x) = .
P = Tt g
(c) Givenn—2 < a <n,
—log|x|
px) = 1, (0

(d) Givenn —2 < a < nand r > 0 sufficiently small,

1B, (x)

P = = loghl)

(e) If py, py satisfy (H0)-(H1) and a1, @, > 0 then ayp; + azp; satisfies (H0)-(H1).

We may now state the following result, whose proof takes inspiration from [31, Lemma 5.3].

Lemma 5.4.3. Suppose that p satisfies (H0), (H1) and p € L*(R™). Then, ép is positive and there is
aC > 0 such that

p(1/1é) c
BE B

Proof. Note that since Qp is continuous (by Lemma 5.2.5 (iii)) and Qp(o) = 1QpllL1(mny > 0, we
have that Qp is positive around the origin. Next, for £ # 0 we obtain from (5.16) and the coarea
formula that

forall € By,

() >C and  Qp(é) =

0r(H) = ﬁﬂ / ot ! /0 m r"Ep(r) sin(27|¢lrzy) dr dH" 7 (2)

; - (5.30)
— / fp(r) sin(27|&|rzy) dr dH" 1(2).
0

= zZ1
m|&l Jsnt
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Let 6 > 0, which will play the role of |¢|z;. We have

/oofp(r) sin(270r) dr = i/T fp(r) sin(270r) dr (5.31)
0 k=0 /6

and for each k € N,

1
k+3

/ET fp(r) sin(270r) dr = ‘/ET (ﬁ)(r) - (r + %)) sin(270r) dr > 0, (5.32)

since f, is decreasing. Moreover,

‘/ﬁ (ﬁo(r) -5 (r+ i)) sin(270r) dr > 0,
0 20

since otherwise f, would be constant near zero, contradicting the doubling property in (H1). This

shows that Q, (&) > 0.
Now, for § > 1/e and 0 < r < 35, we have

£ —fp(rﬁ) > () = fp(2n) = (1= () > (1= £, (%)

where we have used that f, is decreasing, as well as the doubling condition in (H1). Therefore,

/Oﬁ (fp(r) -1 (r + 2—19)) sin(270r) dr > (1 - p) f, (%) ‘/OE sin(270r) dr = 17;—9'ufp (%) .

The above inequality together with (5.32) and (5.30) show that for all |£] > 2/e,

1

27|&| Jsn-1n{z,>1/2)

1—p 1 1 - C ( 1 )
2 26 () a2 2 g (),
2 0 S 1 (2|§|zl) @2 gl {1

where in the last inequality we have used that f,, is decreasing. The constant C depends on y and n.
The proof is concluded thanks to the definition of f,, as well as the fact that f, (ﬁ) > f, (%) m|

Q,(8) > /0 £,(r) sin(27|é|rz,) dr dH" ! (z)

The following proposition constitutes a further step to prove formula (5.20).

Proposition 5.4.4. Suppose that p satisfies (H0), (H1) and p € L'(R"). Then W, given by

— 1 —ig n
o =t [ e nde forn € S 539

defines a tempered distribution. Moreover, if p has compact support, it holds that

W, - E;Tp =¢ forallp € CZ(R"). (5.34)
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Proof. The integrand of (5.33) is well defined since Qp is positive (Lemma 5.4.3). Let us see that
the integral is absolutely convergent for each r > 0, and for this we can assume that r < 2/e. For
|€] > 2/¢ we have that

—if O _ In(OII¢]

27| €20, (8) 27|£1Q,(8) ~  27C

thanks to Lemma 5.4.3, and the right-hand side is integrable in B; /e since n € S(R™). Forr < |¢] <
2/e we have that

n(é)| <

it il
27|&12Q, (&) 2m|€1Qp (&)
and the right-hand side is integrable in By, \ B, since Qp is positive (Lemma 5.4.3) and continuous

(Lemma 5.2.5 (iii)). R
Now, by symmetry (as Q, is radial; cf. (5.16)),

—i& —ig
(&) (n(&) =n(0))d
/z/g\Bc 2r|&]? Qp(f)’] P '/z/g\B 27|E120, () 1= :

—i& IVhlleo
27|£12Q, (£) 27Q,(8)

and the right-hand side is integrable in B/, since Qp is positive and continuous. Therefore, the
limit of (5.33) exists and defines a tempered distribution.

For the final part, we note that if p has compact support, then G,¢ € C°(R",R") for all ¢ €
C°(R™) by Proposition 5.2.6 (i) and hence, é;,?p € S(R", C™). With this and Proposition 5.2.6 (ii),
we obtain that for all n € S(R"),

n(&)

with

(n(&) =n(0))]| <

(4o Gopn) = (W Gpon) =t [ o emicu0pOn(@) de= [ piem(oa

This proves that W, - g’pr = ¢, as desired. ]

Note that, when n > 1, the distribution W, actually agrees with the locally integrable function
—i&

W,(6) = —=——
Pt 27|20, (£)

5.4.2 Poincaré inequality and Compactness in L?

The bounds in Lemma 5.4.3 allow us to swiftly prove a Poincaré inequality and compactness result
in the L2-setting, by prescribing that p is of compact support and satisfies certain bounds.

Recall from Section 5.2 that if supp p = Bs for some § > 0, given an open set Q ¢ R" and
¢ € C(Q), the function G, ¢ is supported in Qs = Q + Bs.

Theorem 5.4.5. Let Q C R" be open and bounded and suppose that p satisfies (H0), (H1) and has
compact support. Then, the following two statements hold:

(i) Ifliminf, | " 'p(t) > 0, then there isa C = C(Q,n, p) > 0 such that

lullz2) < CliDpullr2(rnrny  for allu € Hé)(Q).
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(ii) Iflim; o " 1p(t) = oo, then H(’)D(Q) is compactly embedded into L*(R").
Proof. Note first that as p has compact support, p € L'(R"), and, hence, Proposition 5.4.4 can be
applied.

Part (i). Let W, € S’(R",C") be as in (5.33) and let y € C°(R") be radial with y = 1 on B;.

Then, we set
L=(xyW,)" e C°(R",R") and M= (1- y)W,.

We specify the above definitions. Naturally, yW, € S’(R",C") is the distribution defined as

—if
27|E2Q, (€)

cf. (5.33). As y has compact support, so does yW,, and, hence, by the Paley-Wiener theorem, L is
analytic. Likewise, M € §"(R", C") is the distribution defined as

<)(W,r7>—hm X(f) n(&) dg, n € S(R™);

i
(M, n) = (1- (sf))— (&) dé, € S(R),
! / P e, !
so M can be identified with the function
i
M(&) = (1 - x( ))— eR". (5.35)
D=0 oo f

Moreover, M is smooth (by Lemma 5.2.5 (iii), as Q, has compact support) and bounded by Lemma 5.4.3

and the fact
tn—l

lim sup (5.36)

S =

which is a consequence of the assumption in (i). Therefore, we may define the bounded operator

Tu : LA(R™,R™) — LR, U (M : ﬁ)v. (5.37)
On the other hand, using Proposition 5.4.4 we have that for all ¢ € C°(R"),

5:Wp'@:(XWp)'§pTP+M'g’/-;"’
whence taking the inverse Fourier transform, we obtain
®=L*xGyp+Ty(G,0).
By Theorem 5.3.9 (i), this identity can be extended to
u=LxDyu+Ty(Dyu) forallu e HS’(Q). (5.38)
Therefore, part (i) follows with
C = |ILll1(a-asrn) + M| Lo (R7R7)-

Part (ii). We note that the operator U L * U is compact from L?(Qgs, R™) to L?(Q), since L is
locally bounded (see, e.g., [70, Prop. 4.7]); the precise definition of L * U is

L*U(x):/ L(x-y)-U(y)dy, x € Q.

Qs



5.4. POINCARE INEQUALITIES AND COMPACT EMBEDDINGS 163

Moreover, as a consequence of the assumption in (ii) we have

tn—l

lim =
tTeo p(1/1)

5

which implies that
IM(&)| — 0as |¢] — oo

thanks to Lemma 5.4.3. Therefore, for any U € L?(R", R") with ”U”i?(R" R7) < 1, it holds that

hm |TMU| dé < 11m sup [M(&)])? = 0.
By ©I¢1=R

By a version of the Fréchet-Kolmogorov criterion in Fourier space, cf. [175, Th. 3], we deduce that
Ty : L2(R™,R™) — L%(Q) is compact.

The compact embedding of Hop (Q) into L*(R™) (or, equivalently, L?(Q)) is concluded thanks to
identity (5.38) and the fact that both operators L * - and Ty; are compact from L?(Qgs, R") to L2(Q),
where in the case of Ty it is understood that L?(Qgs, R™) is extended as zero to L?(R"”, R"). O

Example 5.4.6. Classes of kernels of compact support satisfying (H0)—(H1), and lim, o t"~'p(t) =
co are:

(a) Given0 <s <1,

_ 15 (%)
p(x) = |x|n+s—1'

(b) Given 0 <s < 1,
—log|x|
p(x) =15, (0 e

(c) Given 0 < s < 1 and r > 0 sufficiently small,

U8, (x)
x|m+s=1(~log|x|)

p(x) = |

Example 5.4.7. A kernel of compact support satisfying (H0)-(H1), and lim, |, " *p(t) > 0 is

plx) = ),
i

We will see in Proposition 5.7.5, that under some additional assumptions on p, the growth
conditions at the origin of Theorem 5.4.5 are sharp in order to obtain the validity of a Poincaré
inequality or a compact embedding, respectively.

5.4.3 Poincaré inequality and Compactness in L?

We derive here an analogue of Theorem 5.4.5 in the L? setting, by applying the Mihlin-Hérmander
theorem to show that the function M in the proof of Theorem 5.4.5 is an L? multiplier. This requires
us to study also the decay of the derivatives of Q,, and we impose the following assumption for
that:

(H2) The function f,, is smooth in (0, c0), and for ¢ € (0, ¢),

»(1)

and for k e N.

d
C=f() > L )]
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The first condition is equivalent to the property that ¢ — tVf,(t) is decreasing on (0, ¢) for some
v > 0, cf. Remark 5.4.1, while the second imposes that f,, does not oscillate too much. A consequence
of (H2) that will be repeatedly used is

1
%(tkfp(t)) < Cet* (1), 0<l<k te(0¢), (5.39)
as well as
dk+1 f d
W(t Hr@®)| < —Ckafp(t), keN, te(0e¢). (5.40)

The following consequence is also useful.
Lemma 5.4.8. Let p satisfy (H0) and (H2). Then, lim, |, t*f,(t) = 0.

Proof. As a consequence of (5.10), we have lim inf/ |, tzfp(t) =0. Let 0 < t < &. By the fundamental
theorem of calculus,

“d
Ef,(e) —t2f,(t) = /t E(rzfp(r)) dr. (5.41)

£
I
Therefore, the limit when ¢ | 0 of the right-hand side of (5.41) exists, and, consequently, so does
the limit of the left-hand side, which proves the result. O

Now, by (5.39) and (5.10)

%(rzfp(r)) dr < szogrﬁ)(r) dr < oo,

Example 5.4.9. Classes of kernels p satisfying (H0)-(H2) are:

(a) p of Example 5.2.1 (a).

(b) Given 0 < s < 1 and a non-negative radial function y € CZ(R") with y(0) > 0 and
x(x)/|x|* radially decreasing,

(x)
PO = o

(c) Given 0 < s < 1 and a non-negative, radial function y € C;°(B;) with y(0) > 0 and

x(x)(—log|x|)/|x|"*S radially decreasing,

_ X&) (=loglx])
p(X) - |x|n+s—1 '

Indeed, (HO) and (H1) are simple to verify, whereas (H2) follows since the derivatives of log
behave similarly as a power function.

(d) Given 0 < s < 1 and a non-negative, radial function y € C°(B;) with y(0) > 0 and
x(x)/(=]x|"* log|x|) radially decreasing,

x(x)
x|+s=1(~log|x])

p(x) = |

The verification of (H0)—-(Hz2) is similar to that of the previous example.
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(e) Given a smooth s : [0,00) — (0,1) and a non-negative, radial function y € C°(R") with
x(0) > 0and y(x)/|x|"**(*D radially decreasing,

x(x)

|x|n+s(|x|)—1 ’

p(x) =

Again, (HO0) and (H1) follow readily, whereas for (H2) we first note that

1 (D) —(1+s(t)) —log(t)s’(t)
es) A 1245 (D) s (D)

=X

>

which satisfies |% fp(t)] < Cf,(t)/t since t/logt is locally bounded. The other derivatives
can be bounded in a similar way, so (H2) holds.

(f) If py, p satisty (H0)-(H2) and a, ap > 0 then a1 p; + a2p, satisfies (H0)—(H2).

Lemma 5.4.10. Let p have compact support and satisfy (H0)—(H2). Then, for every a € N",

00, (&) < Ca (17110, +1&1711). el > 1.

Proof. Step 1: Integral bounds. We show that for all > 1/¢ and k € N,

‘/000 rkfp(r)ak(27r0r) dr| < % /Ooofp(r) sin(270r) dr + % (5.42)

where a; = cos when k is odd and g, = sin when k is even.
Using integration by parts k times we obtain

Dy

00 dk
7 ﬁ(rk £>(r)) sin(270r) dr, (5.43)

/ rkfp(r)ak(27t9r) dr =
0

where the constants Dy may be negative. Indeed, equality (5.43) follows directly by integration by
parts except possibly for the boundary terms. They turn out to be zero since p has compact support,
lim, |, ;—;(tkﬁ)(t)) =0when! < k—2and lim, ;—:,(tk]z(t)) sin(2760t) = 0 when [l = k —1 by (5.39)
and Lemma 5.4.8; this also shows that the intermediate integrals leading to (5.43) in the induction
process are finite. The final integral on the right-hand side of (5.43) is also finite by (5.39), (5.10)
and the compact support of p. Setting N = |0¢] > 0¢/2 (where |-| denotes the integer part) and
b (r) = %(rk fp(r)), we estimate the right-hand side of (5.43) as follows:

</
£/2

< dr,  (5.44)

/g bi(r) sin(270r) dr %(rkfg(r))

0

’/ ﬁ(rkfp(r)) sin(270r) dr
0

since N > 0¢/2. On the one hand,

I

by (5.39) and (5.10). On the other hand, as in (5.31) and (5.32),

dk
ﬁ(rkfp(r))

dr < Ck/ fp(r) dr < Cy,
£/2

¥ N1 ﬁT% 1
/0 bi(r) sin(270r) dr = ; /5 (bk(r) — by (r + %)) sin(270r) dr. (5.45)
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By the fundamental theorem of calculus,

b b ! "
— || < —
k(r) k("+29) _/r 7

tbk(t) dt
r+% d
sck/' ~f(t)dt = ck(gu) ﬁ(r+lj),

where we have used (5.40). Thus,

1
_ J*t3
NzlfT
- A
Jj=0 0o

reasoning as in (5.45). Putting together the formulas following (5.44), we obtain

N
sin(27z0r) dr < Ck/ ’ fo(r) sin(270r) dr,
0

bk(r) - bk (r + %)

< Cx / fp(r) sin(270r) dr + Cy.

’/ (r fp(r)) sin(270r) dr

Together with (5.43), the bounds (5.42) follow.

Step 2: Conclusion. Recalling formula (5.16), we obtain, from Leibniz’ rule and interchanging the
|o]

derivative with the integral, that
k+1
. p(x)xy
08 < Ca wa [ et ax.

When k = 0, the term in the sum is equal to 27| |~/ Qp (&), cf. (5.16), which already has the correct
form. For k > 1, we can compute as in (5.30) that

£eR™\ {0}. (5.46)

k+1
/" P(lil —ay(27|E]|x1) dx = 2/ ) k+1/ fp(i’)ak(27r|§|zlr) dr dH™ 1(2)

We split the integral in S”~! into {z;]£] > 1/} and {z;]¢] < 1/e}. In the first subset we have,
thanks to (5.42) with 0 = |&|zy,

/ ﬁ“/ r* £, (r)ax (27| E|zi7r) dr dH™ ! (2)
SPTIN{z|&|>1/e} 0

k+1
n—1
< Ck -/S" o €1 e) (|§|21)k (/ fp(r)sm(27r|§|z1r)dr+l) dH" (2)
C n—
< /S / £(r) sin(2xllzur) dr dH™ (2)| + |§|k |§|klgp<§) |§|k’

where the last equality is due to (5.30). In the second subset we have, for |¢] > 1 and k > 1,

/ 4“/ K £, (r)ax (27| E|zir) dr dH™ 1 (2)
SIIN{z|£]<1/e}

Ck
./sn IN{z|&]<1/e} (|§|€)k+1 |§|k+1 |§|k’

where we have used (5.10) and the compact support of p. All in all, we have shown

p()k+1
/Rn ek (Zriin) dx) < |§|k’

which yields the result thanks to (5.46). O

<

/ ﬁ,(r) drdH" '(z)| <

1&l>21, k=0,

|k G0+



5.4. POINCARE INEQUALITIES AND COMPACT EMBEDDINGS 167

With these bounds we can apply the Mihlin-Hérmander theorem to prove the analogue of The-
orem 5.4.5 in the LP-setting.

Theorem 5.4.11. Letp € (1,00). Let Q@ C R" be open and bounded and suppose that p satisfies
(H0)-(H2) and has compact support. Then, the following two statements hold:

(i) Ifliminf, | t""'p(t) > 0, then there is a C = C(Q,n, p) > 0 such that

lullzr (o) < ClIDpullre(rnrny forallu € HYP(Q).

(i) Iflim, o t"1p(t) = oo, then Hé”p(Q) is compactly embedded into L (R").
Proof. Part (i). In light of Lemma 5.4.3 and (5.36), we find that

Q,(§) = C/lE|  for g > 1, (5.47)

so it follows from Lemma 5.4.10 that for every a € N,

0°Qp (9] < Cald] ™10, (8) for[¢] > 1.
Applying Faa di Bruno’s formula for the derivatives of a composition,

|et]

-1 S-1-k
070,11 < Ca D 0 D Bi ke
k=1

JtseeosJjo|—k+1
where the indices ji, ..., jig|-k+1 € N in the sum are taken with the restrictions
Jittjla—ka =k and i+ 4 (la] =k +1)jjg|—ks1 = lal,
and Bj, _ji, . 18 @ symbol for all products of the absolute value of the partial derivatives of Qp
with j; derivatives of order i, fori =1,..., |a| — k + 1. Thus,
Jlot-k+1

L~ \J1 B ~ .
le""’j\al—kﬂ < Ca (|§| 1Qp) s (|§| (lal k+1)QP)

Hence, for |£| > 1, using (5.47),

—

10°0, " < Calé 7110, < ol 14,
Now, defining R() = &|£| 2, we have that
|07R(£)| < Cqlé717 1ol

Let y € CZ°(R") and M € C*(R", R") be as in the proof of Theorem 5.4.5, so that identity (5.35)
holds. With the calculations above, thanks to Leibniz’ rule we can estimate for all « € N” that

0°M(D)] < Cal€] 771910, < CalE)™1, for €] > 1. (5.48)

As such, the Mihlin-Hormander theorem (cf. [122, Th. 6.2.7]) implies that the operator Ty, of (5.37)
can be extended to a bounded operator from L (R",R") to LP(R"). The Poincaré inequality can
now be argued as in Theorem 5.4.5.

Part (ii). We saw in the proof of Theorem 5.4.5 (ii) that the operator Tj; is compact from
L*(Qs, R™) to L*(Q), since lim, o " 'p(t) = oo. As a consequence of the proof of part (i), Ty is
bounded from L? (Qs, R") to L (Q) for all p € (1, o) and, hence, by Krasnoselskii’s interpolation
theorem [41, Th. IV.2.9], also compact for all p € (1, c0). The compact embedding now follows as
in the proof of Theorem 5.4.5 (ii). O



168 CHAPTER 5. GENERAL NONLOCAL GRADIENTS

Example 5.4.12. Let p € (1, 0) and let Q C R" be open and bounded.

(@) Let 0 < s < 1, y € CZ(R") and p be as in Example 5.4.9 (b). By Theorem 5.4.11, if s = 0
we have a Poincaré inequality, while for s > 0 we obtain compactness. This constitutes an
alternative proof as well as a generalization of the results [31, Thms. 6.2 and 7.3], where it
was assumed that y is constant around the origin and radially decreasing.

(b) Let 0 < s < 1and p be as in Example 5.4.9 (c). By Theorem 5.4.11, we have both a Poincaré
inequality and compactness.

(c) Let 0 < s < 1and p be as in Example 5.4.9 (d). By Theorem 5.4.11, if s > 0 we have both a
Poincaré inequality and compactness.

(d) Lets: [0,00) — (0,1) and p be as in Example 5.4.9 (e). By Theorem 5.4.11, we have both a
Poincaré inequality and compactness.

5.5 Fundamental theorem of calculus

In this section, we will study when the inverse Fourier transform of W), (see (5.33)) is a locally
integrable function, and identify its behavior at the origin. This function will then give us an
analogue of the fundamental theorem of calculus for the nonlocal gradient; precisely, applying the
inverse Fourier transform to (5.34) yields u = V,, * G,u with V,, := va.

For W,/ to be a locally integrable function, we require the following mild assumptions, saying
that the kernel p lies between two fractional kernels:

(H3) The function g, : (0,c0) — R, t > ™77 15(t) is almost decreasing on (0, ¢) for some
o€ (0,1);

(H4) the function h, : (0,c0) — R, t +— t"™¥~!5(t) is almost increasing on (0,¢) for some
y € (0,1).

Recall from the notation section the definition of almost decreasing/increasing. We will use, as
a consequence of (H3) and Lemma 5.4.3 that

0p(H = CIEIT™, 18 2 1. (5.49)
Note also that (H3)—-(H4) require o < y; this can be seen directly or invoking (5.58) below.

Example 5.5.1. Classes of kernels p satistying (H0)-(H4) are:
(a) Givens € (0,1),
_ 1
PO = T
In this case, one can take o = y = s. The same conclusion holds for

px) = A (5:50

with y € C®(R") a non-negative radial function such that y(0) > 0 and y(x)/|x|'** is
radially decreasing.
(b) Givens € (0,1),

_ x(x)(=log|x|)

(x) = P (5.51)

with y € C(B;) anon-negative radial function such that y(0) > 0and y(x) (- log|x|)/|x|**
is radially decreasing. In this case one can take 0 = s and any y € (s, 1).
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(c) Givens € (0,1),
x(x)
x|™s71(—log|x])

p(x) = | (5.52)

with y € C(B;) anon-negative radial function such that y(0) > 0and y(x)/(—|x|*** log|x|)
is radially decreasing. In this case one can take any o € (0,s) and y =s.

(d) Given a smooth s : [0,00) — (0,1) and a non-negative radial function y € C;°(R") such
that y(0) > 0 and y(x)/|x|***(xD is radially decreasing,

x(x)

|x|n+s(|x|)—1'

p(x) =

In this case, one can take o = min[o,] s and y = max[o,] s for any £ > 0.

(e) If py, py satisfy (HO)-(H4) and a1, a2 > 0 then a1p; + azp, satisfies (H0)-(H4). In fact, let
01, 03 be the exponents of (H3) for pq, p,, respectively; let y1, y» be the exponents of (H4) for
p1, P2, respectively. Then, (H3) holds for a;p; + azp; with the exponent min{o;, 0}, while
(H4) holds with the exponent max{y1, y»}.

In the following result, the proof that V), is a function is adapted from that of [31, Th. 5.9], while
the bounds around the origin on V), require different arguments since we cannot compare it with
the Riesz kernel.

Theorem 5.5.2. Let p have compact support and satisfy (H0)—(H4). Then, there exists a vector radial
functionV,, € C*(R™ \ {0},R") N Llloc([R", R™) such that for all p € CZ(R™),

p(x) = /[R” Vo(x—y)-Goe(y)dy forallx € R". (5.53)

Moreover, there is a constant C = C(n, p) > 0 such that for x € B, \ {0},

C C
|Vp(x)| <—— and |VVp(x)| < W

S ) ek 559

Proof. In light of Proposition 5.4.4 and the well-known interaction between Fourier transforms and
multiplication and convolution, it suffices to show that the inverse Fourier transform V,, := W)
agrees with a locally integrable function with the stated properties.

Step 1: V,, is a function. Let y € C°(R") be a radial cut-off function with y = 1 on By/,. As in
the proof of Theorem 5.4.5 (i), we can write

W, = YW, + (1 - )W, = W, + W_.

Since Wp1 has compact support, it follows from the Paley-Wiener theorem that (Wpl)v is analytic.
We also observe that W/f is actually a smooth locally integrable function, namely,

_ié'-’
27|£120, ()

as in (5.35). From Lemma 5.4.10 and its consequence (5.48), and (5.49) we obtain that for any a € N”,

W2(E) = (1= (&)

Cy < Cy,
(141D Q,(g) ~ 1+ [g]lx+e

W2 (&)| < £eR™ (5.55)
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If || = n+ m for some m € N, we deduce from [122, Exercise 2.4.1] that
(W)Y = (=27 )*(W;)", (5.56)

lies in C"™(R"). In particular, we find that (W[f)v coincides with a smooth function K : R" \ {0} —
R"™ outside the origin. We show in step 2 below that K is integrable, which implies that

(W2 =K+ W,

where V is a tempered distribution supported at the origin. Therefore, by [122, Prop. 2.4.1], V; can
be written as a linear combination of derivatives of Dirac deltas, i.e.,

Vo = Z cq0%8y and \’/Z) = Z Co(2mi-)*

la] <k la| <k

for some k € N and ¢, € C. We then obtain that

sz =K+ Z cq(2mi-)%.

|| <k

However, sz vanishes at infinity (thanks to (5.55)) and so does K as the Fourier transform of an
integrable function, so we must have ¢, = 0 for all « € N"” with |a| < k. This shows that (W/f)V =K,
and hence

V, =W, = (W,)" +(W)" € C*(R"\ {0};R"),
is a locally integrable function. Note that V), is real-valued and vector radial since W, is imaginary-
valued and vector radial.
Step 2: K is integrable. By choosing a = (n,0,...,0) and a = (n+1,0,---,0) in (5.56) and using
symmetry considerations, we have for x # 0 that
|[(FW,)Y (Ixler)]|
(2m|x|)"

(97 W)Y (Ix]er)]
(27|x[)*!

K ()| = [K(|x|e)| = and  |K(x)| = [K(|x|e;)| =
The function (6;‘+1W5)V is bounded since 8{‘+1W3 is integrable by (5.55); consequently, we deduce
from the second identity that

C
|K(x)| < P € R"\ {0},
which shows that K is integrable away from the origin. Near the origin, we use that 8{’sz is also
integrable (cf. (5.55)). Hence, we may utilize the standard formula of the Fourier transform and
partial integration for 0 < |x| < 2/, to find

(9?W§)V(IXI61)) '/R FWE(p)ePrirlt dg'

IA

27| x|

/ a¥—le(§)62ﬂi|x|§1 dé'/
By/ix|\Ba/e

+ +

[ arwp@eme aeof+| [ awi@enie a
9B1/|x|

C
Byl

d¢ dH""' (&) d¢
< C| | —+C —=+C _—.
i /Bl/x\Bz/s 1€]"Qp (&) ‘/‘;Bl/lx 1€1"Qp (&) '/B‘f/x 1€1"1Q, (8)
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The first inequality is integration by parts in By|y| and using that (1 — y) and its derivatives are
zero on By, whereas the second inequality uses (5.55). We now estimate each of the three terms
of the right-hand side of the last inequality. We may use Lemma 5.4.3 and (H4) to find

dé 1 1
W Scopl [ ——de=cid [ - a
Bij\Bye |E17Q,(8) Byjjp\Byye P(1/1E]) Byy\Byye 1617 7 Thp(1/1£])
Clx| 1 di = Clx| 3 C
= hp(IxD) Jp, ) 1617 x| rhy(Ix))  [x|"p(x)
For the second term we use only Lemma 5.4.3 and find
dH"! 1 C
/ H _ (5) < C/ — dan—l(g:) — —~ .
aBy/1x 1E1"Q, (£) aByjp P(1/1E1) |x["1p(x)
Finally, for the last term we compute with Lemma 5.4.3 and (H3)
dé / 1 / 1
—— <C ————d&=C =l
/B;,lxl a0, Jar, EROIED e, 18779, (1]120)
1 o
< / . A <—
go (D) S, T8 7 g, () ~ X Tp()
All in all, and using also (H3), this shows that for 0 < |x| < /2
[CATAMEIE] C C
Kol= e s e s (557)
(2m|x|)" x|~ p(x) — |x|"e

which proves that K is also integrable around the origin.

Step 3: Bounds on V,,. Since V), coincides with K up to a smooth function we deduce from (5.57)
that the first inequality in (5.54) holds on any bounded set on which p is positive, in particular, on
B, \ {0}. The bound on the gradient of V, follows from analogous calculations to that of step 2,
since

VK = ((27i) @ W2)".

O

When we apply Theorem 5.5.2 to Example 5.5.1 (a), we recover and generalize the nonlocal
fundamental theorem of calculus of [31, Th. 4.5]. We can also extend (5.53) to the setting of Sobolev
spaces.

Corollary 5.5.3. Let p have compact support and satisfy (H0)—(H4). Let p € [1,00] and Q C R" be
open and bounded. Then, for allu € Hg’p(Q) it holds that

u(x) = /[Rn Vo(x —y) -Dyu(y)dy fora.e x € R".

Proof. Since Q is bounded, we find H(f P(Q) c H(’;’) ’1(9), so it suffices to prove the statement for

u€HY "(Q). This can be done by a simple mollification argument. Indeed, we can find a sequence
(¢j); € CZ(Q') for some open and bounded Q' ¢ R", such that ¢; — uinL'(R") and Gop;j — Dyu
in L'(R",R"). Then, the fact that (G,¢;); is supported in a fixed compact set and V,, is locally
integrable yields by Young’s convolution inequality

0) :/R Vol =) - Go0i(y) dy*/R Vo (- =) - Dpu(y) dy in L (R") as j — eo.

Hence, u must coincide with the right-hand side, which proves the statement. m]
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5.6 Embeddings

The aim of this section is to apply the nonlocal fundamental theorem of calculus (Theorem 5.5.2)
to prove embeddings, Poincaré inequalities and compactness results. One of the advantages of this
approach is that some of them can also be proven for p = 1 and p = oo, which is not possible
with purely Fourier arguments, as in Sections 5.4.2 and 5.4.3. Moreover, the embeddings shown are
not restricted to Lebesgue or Holder spaces, but to the more general Orlicz spaces and spaces with
a prescribed modulus of continuity. Thus, the proof of those embeddings cannot be obtained by
reducing to the fractional setting.

Throughout this section, we assume p satisfies (H0)—(H4). To start the analysis of the embed-
dings, we introduce the modulus of continuity w : [0,€) — [0, o)

ift € (0,¢),

1
wl(t) = tn_lﬁ(t)
) {0 ift=0.
It is a modulus of continuity in the sense that it is continuous by (H2) and (H3) and almost increasing
by (H3). In view of (H3) and (H4), we have that there exists C > 0 such that for all ¢t € (0, ¢) and
A€ [1,¢e/t),
A%w(t)

Y
% <w(t) <Ct° and < w(At) < CV (1) (5.58)

The second inequalities show that we may take scaling factors outside w, which we will often use
without mention.

5.6.1 Embeddings into Orlicz spaces

Our first result (Theorem 5.6.2) is an embedding into Orlicz spaces, together with its associated
Poincaré inequality. Its proof uses an inequality of the style of Hardy-Littlewood-Sobolev for gen-
eralized Riesz potentials proved in [138].

As usual in the theory of Orlicz spaces, we say that A : [0,00) — [0, 00) is a Young function
if it is continuous, strictly increasing, convex, with A(0) = 0 and lim;_,o A(t) = oo; note that any
Young function is invertible. Then, for Q c R" open one can define the Orlicz space

LAQ) = {u : Q — R measurable : lullpaq) < oo},

with the Luxemburg norm

llullpaq) = inf {A >0: /A(|u(/1x)|) dx < 1}.
Q

Of course, if A(t) = t? with p € (1, 00) then L*(Q) = L?(Q) with the same norm.

In the proof of Theorem 5.6.2 below, given a measurable function @ : (0,c0) — (0, ) we will
use the operator I;, sending measurable functions u : R” — R to measurable functions I; (u) :
R" — R, defined as

Iy (u)(x) = ‘/[R" d)|§c|x_—_y|!i|)u(y) dy, x € R™.

In particular, we will use the boundedness properties of this operator between Lebesgue and Orlicz
spaces proved in [138, Cor. 3.8 (i)], which we reproduce for ease of reference.

Proposition 5.6.1. Let p € (1,0). Assume that:

(a) /Olﬁdt<oo.

t
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(b) There exist C, Ky, K, > 0 with Ky < K; such that for allr > 0,

sup @(t) < C/Kzr ~§t)
K

r<t<2r 1r

(c) There exists C > 0 such that for allr > 0,

1 "ao(t) < a(t) _ .
/0 TdH/, 1 dt < CA™'(1/r™). (5.59)

rn/p +n/p

Then, I, is bounded from LP (R") to LA(R").
With the aid of Theorem 5.5.2, we have the following embedding of Hé) ?(Q) into Orlicz spaces.

Theorem 5.6.2. Let p satisfy (H0)-(H4) and have compact support. Let Q be bounded. Assume
p € (1, ) satisfiesyp < n, and A is a Young function such that

Lo AT

Then, Hop’p(Q) is embedded into L*(Q) and there is a constant C = C(Q, A, n, p) > 0 such that
lullaq) < CIIDpullie(ragny  for allu € HYP(Q). (5.61)

Proof. Define & : (0, 00) — (0, 0) as

(1) = {w(t) for t € (0, ¢),

e”! fort € [g ).

Bound (5.54) and the fact that V), is locally bounded away from the origin allows us to establish the
estimate
o (|x|)

|x["
for a suitable constant C > 0 and § > 0 given by supp p = Bs.
Letu € H(‘)D’p(Q). By Corollary 5.5.3 and (5.62) we can estimate for a.e. x € Q

o(lx -yl

|n

V,(x) <C

X € Bdiam Q+6 \ {O}> (5-62)

el < [ 1Vs(x - g)lIDpu(y)l dy < © /
Qs

———in 1Dpt(y)| dy = Cl5(|Dpul) (x).

no|x -

On the other hand, the bound |u| < CI;(|D,ul) is obvious in Q°. Therefore, it suffices to show that
the operator I is bounded from L? (R") into L*4(Q), since we then find

llullLa(a) < Cllla(IDpul)llace) < CllIDpulllLe@n) = ClIDpullLe (rere).-

For the boundedness of I; from L? (R") into L4(Q), we shall check (a)-(c) of Proposition 5.6.1.
Condition (a) holds thanks to (5.58), since

/ w(t)dt<C/ —dt<oo
0 t
As for (b), we calculate, for r < /2,

2r N(t) 2r 1
/ dt > C sup &(t) - dt =Clog(4) sup (1),
/

riz ¢ r<t<or r/2 r<t<or
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where we have used the second property in (5.58), while for r > 2¢

2r ~ 2r r/2 -r

w(t 1 el —e .

/ Ldt > — e fdt=——"—¢7">C sup o(t).
rjz t 2r Jy)2 2r r<t<or

In closing, the bound
2r ~ ¢
/ W 4> ¢ sup (o) ggszg

/2 r<t<or
holds trivially as @ is a piecewise smooth positive function. Thus, condition (b) is proved.

Finally, we check (c). In fact, since we are only interested in the embedding into L4(Q) for Q
bounded, it suffices to verify inequality (5.59) for r < r, for some ry < ¢. Indeed, for r > ry the left-
hand side of (5.59) is bounded by a constant times r~"/?, so that we can change A around zero such
that that the inequality is satisfied everywhere (cf. [6, Lemma 4.5]), which leads to an equivalent
Orlicz space [180, Th. V.1.3]. For r < ry we compute

1 "ot o (t | «© 1 C
O gy [T 80 gy o2 dr + 20 ar = €20
rnlp t . tin/p prlpto Joo tl-o rvo ), tlrenlp rnl/p

where we have used that @&(t)/t? is almost increasing on (0, ry), whereas @(t)/t? is almost decreas-
ing on (r, c0); note that the last inequality also uses that y < n/p. All in all, this shows that it is
sufficient to have

w(r)

< -1 n
— ScATa/m,

for all r < ry. The validity of such an inequality for some ry > 0 is a consequence of (5.60). m]

Example 5.6.3. We consider the following applications of Theorem 5.6.2:

(a) Let p satisfy (H0)-(H4) and have compact support. Assume p,q € (1, o0) satisfy yp < n,
and L 1

lim inf t'"atr T p(6)n > 0. (5.63)

By Theorem 5.6.2, H(’; ?(Q) is embedded into LI(Q). The assumptions are satisfied for the

kernel (5.50) of Example 5.5.1 (a). In this case, ¢ = —2— and o = y = s. Thus, the embedding

n—sp
[31, Th. 6.1] is recovered.

(b) Let p satisty (H0)-(H4) and have compact support. Assume p € (1, 00) satisfies yp < n.
Using (H3), we find that (5.63) holds with g = %. Therefore, by (a), H(’)) ?(Q) is embedded
into LY(Q).

(c) Consider the kernel (5.51) of Example 5.5.1 (b). Assume, in addition, that p > 1 with sp < n.

Then, we may pick any y > s such that yp < n. Theorem 5.6.2 shows that HY ?(Q) embeds
into the Orlicz space L4(Q), where

A(t) = (tIm(1))",

n

Di = n—i 5 and lm(t) is the modified logarithm function

Im(r) 1/(1-logt) fort <1,
m(t) =
1+logt fort > 1.

Indeed, checking that A is a Young function is a routine calculation. The inverse of A for
t > 11is given by
#1 /D

A7 = W (etl/p+)’
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with W the Lambert W function (the inverse function of r — re” for r > 0). Since W
behaves like log at infinity (i.e., W(t)/logt — 1 as t — o0), we can see that

tl/p*
AN (t) > Cﬁ for t large.
og

On the other hand, the corresponding w satisfies

t t

“) = O logt) = “Tlogr

t € (0,min{e, 1}).

The two inequalities above imply (5.60) at once, so Theorem 5.6.2 concludes the embedding
of Hop’p(Q) into L*(Q) and the validity of (5.61).
5.6.2 Embeddings into spaces of continuous functions

The opposite case to that of Theorem 5.6.2 that we present is not yp > n, as one would desire, but
op > n. In this case, we actually have embeddings into spaces of continuous functions. To show
this, we first prove the following estimates for the integrals of V,.

Lemma 5.6.4. Let p have compact support and satisfy (H0)—-(H4), p € (1, 0] with op > n and
R > 0. Then, there is a constant C = C(n, p, p, R) > 0 such that:

(i) Forallr € (0,¢) and |{| < r/2,

Vol 5,y < Co(r)r™P and ||V, = Vol + Ol (s, < Co(r)r™P.

(ii) For|{| < €/3,
1V = Vo (- + Dl 5 < CoIZDIZI™™P.

Proof. Part (i). For the first bound we compute using (5.54)

, 1/p’ 1y
o(lx)\ Co(r) 1 B o
”Vp”Lp/(Br) =¢ (‘/B, ( || ) dx = ro B, |x|(n—cr)P' dx = Co(r)r ’

where the second inequality uses that w(r)/r? is almost increasing by (H3).
For the second inequality of the statement, we first note that we may restrict to integration over
B/ \ By, since V,, is Lipschitz continuous on Bg \ B,/;; indeed, we have

1Vp = Vo + Ol (ses, ) < CLENT Bl gny < CRP 1 < CrY=1IP < Cao(r)r 2,

where the third inequality holds because y — 1—’: < 1, and the last one is due to (5.58). As for the
integration in B,/, \ B,, we first compute for x € B,/; \ B,,

Po(lx + )

dt,
|x + |

[Vo(x) = Vo(x+ Q)| < |§|/0 IVV, (x +t{)|dt < r/o

by the fundamental theorem of calculus and (5.54). Therefore,

Yo(x+tl)) N\
Vo_ V(- , < =] d
% P(*O“L”Bf/z\Bﬂ—r(/Bg/z\Br(/o e+ ] ) )

|~
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and, by Jensen’s inequality, Fubini’s theorem, and the fact that x+t{ € B, \B,; for each x € B,/;\ B,
and { € B,/3,

1 ¢ ? 1 " ? P
/ (/ ollx + 1)) {'1) dt) dxs/ / (—“’(l’” {'1)) dxdts/ ((”(|x+|1)) dx.
B.p\B, \Jo |x+1t{|" o JB B, \ [x+ 2| BB, \ 1X|"

Now, by the last inequality of (5.58), for all x € B \ B,/,,

o(lx) < c('x')ywm,

r

P/ P 1 n
/ (‘”“’i'l)) x| < W / x| =Co(rr il
B.\B,, \ X|" ro\JBe, |x| (m#1=y)p

since (n+1—y)p’ > np’ > n. Altogether,

SO

> |~

e

IVp = V(- + 5)”]}’(35/2\&) < Co(r)r »

and (i) is proved.
Part (ii). We have

Vo = Vo (- + Olle By < ”Vp“LP'(Bzm) +[Vp (- + g)“LP'(Bzm) +[Vp = V(- + QV)HLP’(BR\B%),

and each of the terms of the right-hand side can be estimated by part (i) and (5.58) as follows:

Vol 5y + Ve = VoG + Olliw (i < 2C0(21ZD12017P < Co(IZIZI™P

and
V(- + Dlliw 5,0 < WVlluw s,y < CoGIZDIFI ™2 < Cor(1ZDIZI ™,

which completes the proof. O

The next step is to show an embedding into spaces of continuous functions. We first make some
observations and introduce the notation of the spaces of functions with a prescribed modulus of
continuity. For a € [0, 0) we define the function w, : [0, 00) — [0, ) as

0 ift =0,
we(t) =qw(t)t™* ift € (0,¢),
w(e)e™® ift € [¢ ).

Thanks to (5.58), w, is continuous at 0. In fact, by (H2), it is continuous, and by (HO0), it only vanishes
at 0. Given U c R", we define the space C“=(U) as the set of bounded functions u : U — R such
that there exists C > 0 for which

lu(x) —u(y)| < Coalx-y),  xyel,

equipped with the seminorm

[u]cow(q) = sup M

x,yeU wa(lx - yl)
X#y
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and the norm
lullcoa ) = lullr= ) + (U] coa ()-
A standard argument shows that C“=(U) is a Banach space. Moreover, as a consequence of (5.58),
C®«(U) is embedded in the space C*°~%(U) of bounded, Holder continuous functions of exponent
o—a.
With this language we prove, as a consequence of Lemma 5.6.4, the following type of Morrey
inequality.

Theorem 5.6.5. Let p have compact support and satisfy (H0)—(H4), p € (1, 0] with op > n and
Q c R" be open and bounded. Let « = n/p. Then, any function in Hé)’p(Q) admits a representative
that is in C“=(R"™). Moreover, there exists a constant C = C(n, p, p, Q) > 0 such that for all continuous
ueHP(Q),

lullcoa (rry < ClIDpullLe (reR7)- (5.64)

Proof. Letu € Hg’P(Q) and R > 0 be such that Qs C Bg, where § > 0 is such that supp p = Bs.
Then, by Corollary 5.5.3 and Lemma 5.6.4 (ii), we find for a.e. x,z € R” with r := |x — z| < /3 that

lu(x) —u(z)| < / [Vp(x —y) =V, (z = y)||IDpu(y)| dy
Bg (5.65)
<V = V(- +x = 2) |1 (Bprmy IDpttll e (Rrr7) < Cwo(r)||DpullLe (rnrn) -

In particular, there is a continuous representative # € C(R") of u, which also satisfies (5.65). Since
7 = 0in QF, we even find that

li(x) — 4(z)| < Cwq(lx = z|)IDyitl|rr (r7R7), for all x,z € R".
Taking z € Q€, also yields
lia(x)| < ClIDyi|| e (rr,r7), for all x € R",
which finishes the proof. m]

Example 5.6.6. Let p € (1,0] and Q@ c R” be open and bounded. Then, we have the inequality
(5.64) for the following modulus of continuity w, defined for t € (0, ¢):

(a) For p given by (5.50), as in Example 5.5.1 (a), we obtain for sp > n,
wa(t) =575,

This is a generalization of [31, Th. 6.3].
(b) For p given by (5.51), as in Example 5.5.1 (b), we obtain for sp > n,

s=2

t
—logt

wq(t) =

(c) For p given by (5.52), as in Example 5.5.1 (c), we obtain for sp > n,

we(t) = 75 (~logt).
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5.6.3 Compact embeddings

An immediate consequence of Theorem 5.6.5 is the compact inclusion of H(’)) ?(Q) into LP (R") in the
regime op > n, since the space of C“«(R") functions vanishing in Q¢ is compactly embedded into
LP(Q). Thus, we recover part of the conclusion of Theorem 5.4.11, but with stronger assumptions.
Here, we present an approach to prove compactness from H} ?(Q) into LP (R") for any p € [1, c0].

A similar proof to the Morrey inequality of Theorem 5.6.5, using Lemma 5.6.4 as well, yields
the following bounds on translations.

Proposition 5.6.7. Let p have compact support and satisfy (H0)-(H4). Let p € [1,00] and let Q C
R™ be open and bounded. Then, there exists a constant C = C(n, p, p, Q) > 0 such that for all |{| < ¢/3,

lu = u(-+ Oller@ny < Co({DIDpullir@ngmy  for all HY (Q).

Proof. Letu € Hg’p(Q) and R > 0 be such that Q5 C Bg with § > 0 such that supp p = Bs. As in
the first inequality of (5.65), we find for a.e. x € Q

ju(x) - ulx +0)| s/ Vo) =V (y + OlIGpulx — v)] d.

Bar

Consequently, by Minkowski’s integral inequality,

lu—u( + Ol < / Vo (y) = V(g + ONIGpu- — 9)le gy dy

Brr
= /B Vo (y) = Vo (y + O dyllGoullie (rrrry < Co(IEDIGullLe (rrrn),
2R
where the last inequality is due to Lemma 5.6.4 (ii). ]

This result allows for an alternative proof of the compact inclusion from H(’)) ?(Q) into L? (R"),
via the Fréchet-Kolmogorov criterion (when p < o) or the Ascoli-Arzela theorem (when p = o0),
as in [31, Th. 7.3]. We do not provide a proof since it is standard. Except for the cases p = 1, co, the
following result requires stronger assumptions than those of Theorem 5.4.11.

Corollary 5.6.8. Let p have compact support and satisfy (H0)—(H4). Let p € [1,00] and let Q c R"
be open and bounded. Then the inclusion from Hé)’p(Q) into L? (R™) is compact.

5.7 Inclusion between spaces for different kernels

In this section, we compare the nonlocal Sobolev spaces induced by different kernels. We first prove
the following upper bound on Q,, complementing Lemma 5.4.3.

Lemma 5.7.1. Let p have compact support, be differentiable outside the origin and satisfy (H0), (H1)
and (H4). Then, there is a C = C(n, p) > 0 such that

p(1/1¢)
|¢1

forall € By,

ép(g) <C
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Proof. For 0 > 1/eand 0 <r < ﬁ we compute, thanks to (H4),

1 1 !
r r h,(r hp(r) —h "% (r+ L)Y
fp() fp(+ ) ()( (r+%)1+y)+(/7() p(+29))(’,+$)1+)’
o ()t
A ) A

20

1 1 1 1 1
= oyl (%) (Y (e ﬁ)w) " (” %)‘

Consequently,

(fp(r) - (r + %)) sin(270r)

C 1 1 1 . 1
< 91+Yfp (%) (r1+Y - s L)“Y) sin(270r) + Cf, (r + %) .
20

Since, as in (5.32),

B 1 1 . @ 1 . 7 1 v
./0 Ty T s %)lﬂ/ sin(270r) dr = ‘/0 oy sin(27z0r) dr < CH‘/O r7dr <Co

and, by (H1),

1

20 1 1 1
/0‘ fb(7+%)d73%ﬁ)(%),
we conclude that

| gsintenonar= [ (fp(r) _f, (r+ zie)) sin(2n0r)dr < S, (%)

Furthermore, with integration by parts we find

1

/(;oﬁ,(r) sin(270r) dr = ﬁﬁj (%) o /; %j};(r) cos(2|E|rzy) dr

C 1 ® d C 1 C 1
< — — _ = — - < — —1.
=79 (f”(e) +/é drf”(’)dr) g (9) < gl (29)
Summing the previous two inequalities, we find that for all 6 > 1/e,
« ) C 1
/ fp(r)sin(2z0r)dr < —f, (—) . (5.66)
0 0 20

On the other hand, recalling (5.30), we obtain that for & # 0,
A0, = [ a1 [ frsinCerleira) ar anr iz
o Jo

<

«/§" In{z1|&|<1/¢} |§|€/ ﬁ)(r) sin(27|&|rz,) dr dH™ 1(2)

+/ 21/ fp(r) sin(27|&|rz,) drdH" ' (z2).
sin(zilE>1/er Jo
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For the first term of the right-hand side, we use the inequality sint < ¢ (for ¢t > 0) as well as (5.10)
and the compact support of f,, to obtain that when 0 < z;[¢| < 1/e,

M%-/o £o(r) sin(2x|Elrzy) dr < clé%mzl < cé.
Hence, using that H"~1(S"™1 N {z;|¢] < 1/e}) < C/|€|"", we have, for ¢ € Bi/g,
(1/|§|)
d d n—1
L«n (el <1 |§|e/ Jo(r) sin(@mlélray) dr dH™(2) < |§| e

where in the last equality we have used the assumption infp, p > 0 of (HO0). For the second term,
we apply (5.66) to obtain that, when z;|&]| > 1/e,

/ Jo(r) sin(xlclra) dr < |§|f"(2|§|z1) |§|ﬁ)(z|§|)

_ L—(L) < L—(L)
“ e \2E) < e\ )

where we have used that f, is decreasing and, for the last inequality, (H4). The proof is concluded.
O

As a consequence of this lemma, we may prove embeddings of our nonlocal spaces for different
kernels.

Theorem 5.7.2. Let Q C R" be open. Let p1, p, have compact support and satisfy (H0)—(H1); let p;
satisfy (H4). Assume liminf, o pz(t)/p1(t) > 0 and some of the following:

(i) p € (1,00), py, p satisfy (H2) and liminf, | "~ p1(¢) > 0.
(ii) p = 2 and p, is differentiable outside the origin.

Then, the continuous inclusion Hé)z’p(Q) C Hgl’p(Q) holds and there is a C = C(n, p1, p2) > 0 such
that
IDp, ullrr (rrrny < Cl|Dp,ullrr (rrrny  forallu € ng’p(Q).

Proof. Let ¢ € C°(Q). By Proposition 5.2.6 (ii) and Lemma 5.4.3, we can write

J— Qp
gPl l gpz
sz
Therefore, if _
Qpl
mi:i= =
Qp,

is an L? Fourier multiplier, the result follows readily from a density argument based on Theorem
5.3.9 (i). In the case p = 2 (part (ii)), we only have to check that m is bounded, while for general p
(part (i)), we shall see that m satisfies the hypotheses of the Mihlin-Hérmander theorem (cf. [122, Th.
6.2.7]).

To show that m is bounded, we invoke Lemma 5.7.1 for p; and Lemma 5.4.3 for p, to obtain for
all ¢ € B Je

cP1a/Igh

m(&) < CZ e <©
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where in the last inequality we have used liminf; |, p2(t)/p1(t) > 0. The fact that m is bounded in
By, is a consequence of Lemma 5.4.3. This completes the proof under assumption (ii).
For p € (1, ), to check the hypotheses of the Mihlin-Hérmander theorem we need to verify
that
|0“m(§)] < Cl€]71%),

for all multiindices & € N" with || < n/2 + 1. We note that this condition holds for { € By, since
both Qp1 and sz are smooth and sz is positive. Furthermore, the assumptions imply

lim inf " *57(t) > 0, lim inf t" 155 (t) > 0,
10 10

so we can use (5.47) as well as Lemma 5.4.10 to obtain that, for any f € N" and ¢ € B¢,

1070, (&) < CoIEITPNQ,, ()] and 670, (8)] < Cglél™P11Q,, (8)!.

A straightforward yet tedious calculation now shows that for [£] > 1

a“(gpl)@‘ < 8 |2 N - g eme) < e,
Qp, p2 ()

where in the last inequality we use that m is bounded. This completes the proof under assumption

@) O

Example 5.7.3. Let Q c R” be open, s € (0,1) and p € (1,00). As in Examples 5.5.1 (a)—(c),
consider p; as in (5.50), p, as in (5.51) and p; as in (5.52). Then Hg’z’p(Q) C H(’)Ol’p(Q) C H§3’p(Q).

Moreover, if p; is as in (5.51) but for a exponent s’ € (0, s), then Hgs’p(Q) C ng’p(Q).

Of course, changing the roles of p; and p; in Theorem 5.7.2 gives rise to a criterion of equality
of spaces, which complements that of Proposition 5.3.10.

Corollary 5.7.4. Let Q C R" be open. Let py, p2 have compact support and satisfy (H0)-(H1) and

(H4). Assume
; _
0 < liminf 2 p2(0) < I'msup_
tlo pi(t) pi(1)

and some of the following:

(i) p € (1,00), py, py satisfy (H2) and liminf, |, t"'p1(¢) > 0.
(ii) p = 2 and py, py are differentiable outside the origin.

Then H{;l’p(Q) = H{;Z’p(Q) and there is a C = C(n, p, p1, p2) > 0 such that

E”Dpzu”Ll’(R”,[R{") < IDpulle megny < ClIDp,ulleregny  for allu € HYYP(Q).
We finish this section by showing a partial converse of Theorem 5.4.5.

Proposition 5.7.5. Let Q C R" be open and bounded. Let p have compact support, be differentiable
outside the origin and satisfy (HO), (H1) and (H4). Then, the following two statements hold:

(i) If thereis a C = C(Q,n, p) > 0 such that
llulli2() < ClIDpullr2(rrrny forallu € H(f(Q),

then limsup, |, t"~15(t) > 0.



182 CHAPTER 5. GENERAL NONLOCAL GRADIENTS

(ii) IfH(')D(Q) is compactly embedded into L*(R"), then lim sup; o t""15(t) = 0.

Proof. Part (i). We assume to the contrary that lim,ot" 'p(t) = 0. Then, we obtain thanks to

Lemma 5.7.1 that the function 4,(&) = 2ni§§p(§) (see Proposition 5.2.6) is a bounded function
with [1,(&)| — 0 as |¢] — oo. Therefore, in light of Lemma 5.2.4, we find

lim sup ||g,,u||L2(B§) < lim sup [A,(8)] =0,
Roe yecy(®rm) R=eo 1812k

||u||LZ(Rn)§1

which implies by the Fréchet-Kolmogorov criterion in Fourier space (cf. [175, Theorem 3]) and
the compact support of p, that D, is a compact operator from L?(Q) (extended as zero in Q°) to
L?(R",R"). Therefore, a Poincaré inequality is not possible.

Part (ii). If limsup, |, t"~'p(t) < oo, then the function A, is bounded. We infer that D,, is a

bounded operator from L?(R") to L?(R", R™), as a composition of the following bounded operators
in L?, initially defined for u € C°(R"):

u-ue Au e (Au) =Gou

see Lemma 5.2.4. Since D), is bounded from L%(R™) to L?(R",R"), a compact embedding is not
possible. O



Chapter 6

['-convergence involving nonlocal
gradients with varying horizon:
Recovery of local and fractional
models

This chapter coincides with the preprint

[73] J. Cueto, C. Kreisbeck and H. Schonberger. I'-convergence involving nonlocal gradients
with varying horizon: Recovery of local and fractional models. Preprint arXiv:2404.18509,
2024.

6.1 Introduction

Nonlocal-to-local limits constitute a pivotal aspect in nonlocal modeling. They can provide a
useful consistency check in confirming the compatibility of a (new) nonlocal model with a local
counterpart that is covered by well-established theories. More generally speaking, the asymp-
totic analysis of critical parameter regimes can yield new insights about limit models from their
approximations and vice versa. In this paper, we address these topics in the context of mod-
els with nonlocal gradients, which have seen a great rise in interest in the last few years, see
e.g., [28,31,66,92,140,161,193,208].

For a general radial kernel p, the nonlocal gradient of a function u : R" — R™ associated to p

is defined as
bt = [ MM xoy
no|x =yl lx =y

p(x—y)dy forxeR", (6.1)

whenever this integral exists. A widely studied special case is the Riesz fractional gradient given by
D? := D,s with p* = | - |~(+s=1) for the fractional parameter s € (0, 1). It satisfies natural physical
invariance requirements [208] and was brought to the spotlight by Shieh & Spector [193, 194],
who established useful counterparts of results from classical Sobolev space theory and showed
that the associated function spaces coincide with the Bessel potential spaces H>? (R"; R™). This
paved the way for the forthcoming works on fractional variational problems [28, 29, 140], which
were proposed as alternatives to the standard models in continuum mechanics. Due to the reduced
regularity requirements imposed by the fractional derivatives in comparison to the classical ones,
these models admit a broader class of admissible deformations, which allows to account also for
discontinuity effects, such as fracture and cavitation.
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Despite the desirable properties of the Riesz fractional gradient, an intrinsic drawback from the
perspective of continuum mechanical modeling is that it involves integration over the whole space
R"™, which is not suitable for models on bounded domains. This shortcoming can be resolved by
considering kernel functions p with compact support, meaning that the range of interactions be-
tween individual points, called the horizon § > 0, is finite. In [30,31], Bellido, Cueto & Mora-Corral
used finite-horizon fractional gradients as a basis to propose models of nonlocal hyperelasticity.

Note that the concept of a horizon stems originally from peridynamics [195,196], a nonlocal for-
mulation of continuum mechanics that, in contrast to classical modeling, avoids the use of deriva-
tives, and instead considers the interaction between individual particles that are not necessarily at
an infinitesimal distance. Since its introduction in the 2000s, it has led to a vast literature, ranging
from applied to theoretical contributions, see e.g. [44,91, 154]. While energetic approaches in the
context of bond-based peridynamics typically involve double-integrals, the energy functionals of
nonlocal hyperelasticity, which are integrals depending on nonlocal gradients, can be interpreted
in the context of state-based peridynamics [197]; one of the advantages of this framework is that it
allows to model a broad range of material properties, e.g., general Poisson ratios in isotropic elastic
materials, in contrast to the bond-based formulation [197].

A first step in putting the nonlocal hyperelastic models on a solid mathematical foundation is
to guarantee the existence of solutions, which has been addressed in [30, 31, 72] for the case of
finite-horizon gradients. The arguments rely essentially on two key techniques: a nonlocal version
of the fundamental theorem of calculus [31], which is needed to prove Poincaré inequalities and
compact embeddings, and a translation method established in [31, 72] that expresses the nonlocal
gradient as the classical gradient composed with a convolution. These tools were recently extended
in [36] to general nonlocal gradients with compactly supported radial kernels, and we utilize this
in Section 6.2.3 to develop an existence theory in this broadened setting.

Our focus in this work lies on the study of the critical parameter regimes for the horizon 4,
which can be seen as an important next step towards understanding and validating nonlocal hy-
perelasticity. While the widely used bond-based models are only able to recover a considerably
restrictive class of models through a nonlocal-to-local limit passage [27,160], we establish in this
paper that the models involving nonlocal gradients are compatible with their local counterpart via
a vanishing horizon limit. For a complete picture of the horizon-dependence, we also analyze the
other extreme regime of diverging horizon, providing a rigorous connection with purely fractional
models.

In the following, we adopt the framework for general nonlocal gradients from the recent pa-
per [36] by Bellido, Mora-Corral & Schonberger. Starting with a fixed radial kernel p satisfying the
hypotheses of [36] (see (H0)-(H4) in Section 6.2.2) with horizon equal to 1, i.e., supp p = B1(0), we
apply an isotropic rescaling to obtain the kernels

ps = csp (5) (6.2)

with horizon § > 0 and scaling constants ¢s > 0 to be chosen suitably depending on the targeted
parameter regime for J, cf. (i) and (ii) below; examples of admissible realizations of kernel functions
p can be found in Example 6.2.5.

Our aim in this work is to study the asymptotic behavior of the nonlocal gradients associated
to the kernels ps in (6.2) for both limits of vanishing and diverging horizon, that is,

iHd—0 and (if) & — oo,

and prove the convergence of minimizers via I'-convergence (cf. [49, 80]) for the corresponding
families of §-dependent functionals Fs. They consist of vectorial integrals of the form

Fs(u) ::/Q f(x, Dy u) dx, (6.3)
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where the involved quantities are given as follows: The set Q C R" is a bounded domain, Qs =
Q + Bs(0) is its expansion by the horizon parameter, and the integrand f : R” X R™™ — R is
assumed to have p-growth for p € (1, o) and to be quasiconvex in its second argument. The space

of admissible functions for (6.3) is H{; P ’5(9; R™), the natural nonlocal Sobolev space associated to
the gradient D, with a zero complementary-value conditions, meaning that the functions vanish
in Q€ see Section 6.2 for more details. Let us now give a brief overview of our findings on the two
limit passages § — 0 and § — oo.

(i) Localization via shrinking horizon § — 0. With the scaling factors ¢s = §7" in (6.2),
which preserves the mass of the kernel ps, we confirm for each u € W (R"; R™) the convergence
of the nonlocal gradients to the classical one, precisely,

Dysu — Vu  in LP(R";R™") as § — 0,

see Lemma 6.3.1; for sufficiently smooth functions, the convergence is uniform and the optimal rate
of convergence is explicitly determined by §°.

As our main result within (i), Theorem 6.3.7 states the I'-convergence of (Fs)s from (6.3) with
respect to the strong LP-topology as § — 0 to the limit functional F, given by

Folu) = /f(x, Vu)dx forue Wol’p(Q; R™),
Q

and provides along with this, the corresponding equi-coercivity of (Fs)s; the latter constitutes the
major novelty of Theorem 6.3.7, as explained below. Consequently, the minimizers of Fs, which
exist by Theorem 6.2.11, converge (up to subsequences) in L? to a minimizer of Fy.

The key technical ingredient for our proof of equi-coercivity for (Fs)s is the estimate (6.4),
which can be seen as an enhanced Poincaré-type inequality. The proof of (6.4) uses the isotropic
scaling from (6.2) to identify the dependence of the Fourier symbol of D,; on §. Together with
the results on the Fourier symbol of D,, for a fixed kernel [36], we then deduce from the Mihlin-
Hormander theorem that the spaces H”??(Q; R™) do not change with § > 0 and that there is a
d-independent constant C > 0 such that

”u”Hcr,p(Rn;Rm) < C||Dp5u||Lp(Rn;Ran) forallu € HP,P,é(Q; Rm) and § € (0, 1], (64)

where o > 0 is related to the kernel p, see Theorem 6.3.3 and Corollary 6.3.4.

To set our contribution into context with the existing literature, we mention that closely related
localization results for nonlocal gradients in various relevant topologies can be found in [161] or
deduced from the results in the recent paper [16] by Arroyo-Rabasa, which addresses more gen-
eral nonlocal first-order linear operators. Mengesha & Spector in [161, Theorem 1.7] also present
a first I'-convergence result for scalar and convex variational problems in their setting. Beyond
the fact that we consider more general quasiconvex integrands in the vectorial case, the only mi-
nor difference with our set-up (see (6.1) and (6.3)) lies in the definition of the nonlocal gradient,
where they consider interactions only between points within the domain Q. Accordingly, some of
our arguments regarding the liminf-inequality and the construction of recovery sequences share
similarities with [161]. However, in contrast to our work, [161] does not contain any compactness
results (uniformly in §) or equi-coercivity results, and, therefore, cannot guarantee the existence or
the convergence of minimizers for the involved integral functionals. On the other hand, in a differ-
ent setting of non-symmetric half-space nonlocal gradients for the case p = 2, such compactness
results have recently been obtained uniformly in § [128].

(ii) Fractional models via diverging horizon § — oo. For the regime of large horizons, we
identify the scaling factors c¢s = p(1/8) ! in (6.2), with p the radial representation of p, and assume
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additionally that the kernels ps converge pointwise to a function p..; the scaling factors ensure that
P is equal to 1 on the unit sphere. It turns out that the limit kernel p, will always be a fractional
kernel, that is,

peo = | - |7l (6:5)

with some so, € (0,1) characteristic for p, see Lemma 6.4.2. Even though this observation may be
surprising, given that the strong singularity of the kernel at the origin will generally not be of a frac-
tional type, it follows because of the fact that the radial representation of p., gains multiplicativity
through the limit process, and is thus, a power function.

In view of (6.5), we then deduce in Proposition 6.4.6 the convergence of the nonlocal gradients
to a Riesz fractional gradient. Precisely, it holds for u € WP (R"; R") that

Dysu — D**u  in LP(R";R™") as § — oo. (6.6)

Using a similar strategy as in (i), we can specify the dependence of the Fourier symbol of D, on
6 and show the analogue of (6.4) for large &, see Proposition 6.4.7. This facilitates along with (6.6)
the proof of our main theorem on I'-convergence and equi-coercivity of the family (Fs)s (cf. (6.3))
as § — oo; explicitly, Theorem 6.4.10 yields the I'-limit I'(L?)- lims_, o Fs = Foo With

Foolu) = / f(x, D*u) dx foru € Hg""’p(Q; R™). (6.7)
Rn

In particular, we have that the minimizers of F5 converge (up to subsequence) in L? to a minimizer
of a variational integral depending on Riesz fractional gradients.

Note that the resulting limit objects, that is, fractional functionals of the type (6.7), have been
well-studied in the last years under different assumptions on the integrand, see e.g. [28,140,189,193].
The aspects addressed include weak lower semicontinuity, relaxation, existence of minimizers, and
Euler-Lagrange equations.

The prototypical example that illustrates our results is a truncated version of the Riesz fractional

kernel, that is,
w

p:wlﬁ fOI‘SE(O,l),

where w : R" — [0, 00) is a suitable smooth, radial cut-off function compactly supported in the
closed unit ball of R", cf. Example 6.2.5 a). Applying the two scaling choices of (i) and (ii) gives the

scaled kernels
w(-/6) w( - /5)

| . |n+s—1 | . |n+s—1’

and ps=w(1/6)"!

ps=06""

respectively, where w denotes the radial representation of w. Both these kernels are supported in
the ball Bs(0) of radius § around the origin and give rise to the finite-horizon fractional gradients
Dg studied in [26,30,31,72,141]; we remark that in those references the dependence of the kernel
on ¢ is not made explicit, since the horizon was always considered fixed. As a consequence of the
results in this paper, variational problems involving the gradients Dy are confirmed to approximate
their local analogue with classical gradients in the limit of vanishing horizon. As § — oo, we justify
the intuitive connection with the fractional case, which reflects an infinite range of interaction.
Let us close the introduction by briefly pointing out some interesting further connections for
broader context. We observe that for fractional gradients, localization also occurs by letting the
fractional index s tend to 1. This was demonstrated for the Riesz fractional gradient D* in [29]
and for its finite-horizon version Dg in [72,141]. Among the first works on nonlocal-to-local limit
passages were those in the context of bond-based peridynamics [8, 35,47, 158], which successfully
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recover various classical models. However, as shown in [27,160], there are classical energies that
cannot be obtained from double-integral functionals as § goes to 0, as opposed to the setting of this
paper. Finally, the limit of diverging horizon is less common in the literature. Nevertheless, the
convergence of finite-horizon versions of the fractional p-Laplacian has been established in [37,38]
for both § — 0 and § — oo, recovering the classical and fractional p-Laplacian, respectively.

The manuscript is organized as follows. After introducing in Section 6.2 the nonlocal gradients
and associated function spaces that we are going to work with, we specify the required conditions
on the kernel p and collect some technical tools and preliminary results. The core of the paper
are Sections 6.3 and 6.4, where we address the limit analysis of § — 0 and § — oo to recover the
classical and fractional models, respectively. These two sections, which are each presented in a self-
contained way, share a parallel structure: First, showing the convergence of the varying horizon
nonlocal gradients, then, compactness statements uniformly in §, and, finally, the I'-convergence
of the energy functionals in (6.3).

6.2 Preliminaries

6.2.1 Notation

We write |x| = (X1, xl.z)l/2 for the Euclidean norm of a vector x = (x1,--- ,x,) € R™ and |A| for
the Frobenius norm of a matrix A € R™*", The ball centered at x € R" and with radius r > 0 is
denoted by B,(x) = {y € R" : |[x — y| < r} and the distance between x € R"” and a set E ¢ R" is
written as dist(x, E). For an open set Q ¢ R"” and § > 0, we define

Qs := Q+ Bs(0) = {x € R" : dist(x, Q) < 5§} (6.8)

and set Q_s := {x € Q : dist(x,Q°) > 6}. The complement of a set E C R" is indicated by
E¢ := R" \ E, its closure by E, and its boundary by JE. We take

1 f €E,
Tpx)=4 x € R,
0 otherwise,

to be the indicator function of a set E C R™. The extension of a function u : E — R to R" as zero is
sometimes explicitly denoted as 1 u. For a function u : R" — R, we denote its support by supp u,
and, if u is Lipschitz continuous, its Lipschitz constant by Lip(u).

For U c R" open, we adopt the standard notation for the space of smooth functions with
compact support C2°(U), the Lebesgue space L? (U) and the Sobolev space W' (U) with p € [1, oo].
The spaces can be extended componentwise to vector-valued functions; the target space is explicitly
mentioned in the notation, like, for example, L? (U; R™). We use the usual multi-index notation for
partial derivatives 9 with & € N{'. Our convention for the Fourier transform of f € L'(R") is

fo= [ roetmtan ger

see e.g., [122] for more details.

For real functions, we use the monotonicity properties of being increasing and decreasing in
the non-strict sense. A function f : R — R is called almost decreasing if there is a C > 0 such
that f(¢t) > Cf(s) for t < s, and an analogous definition holds for almost increasing. For a radial
function p : R" — R, we denote its radial representation by p : [0,00) — R, ie., p(x) = p(|x])
for x € R", and call p radially decreasing or increasing, if its radial representation is decreasing or
increasing, respectively.

Finally, throughout the manuscript, we use generic constants, which may change from line to
line without renaming.
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6.2.2 Nonlocal gradients

We now introduce the key elements of our setting, that is, the nonlocal gradients for general kernels
p asrecently studied in [36]; for related work see also [92,93,102], as well as [30,31,72] on the special
case of finite-horizon fractional gradients.

Assume throughout that p : R" \ {0} — [0, 00) is a radial kernel such that

(Ho) infB—(mp > 0 forsomee >0 and p min{1,|-|"'} € L}(R").
Under this condition, the kernel gives rise to an associated nonlocal gradient.
Definition 6.2.1 (Nonlocal gradient). The nonlocal gradient D,¢ : R" — R" for ¢ € C°(R") is

given by
(x) —o(y) x— n
Dy = [ POZI I pxydy, xe R
g lx—yl  |x—yl

We collect here some key properties of D, that will be used later on. First of all, with p :
(0, 00) — [0, 00) the radial representation of p, i.e., p = p(] - |), the nonlocal gradient can be written
as the convolution of the classical gradient with the locally integrable function

0= [ Plar xerm\qo)
|x|
that is,
Dyp=0Q,%Vo=V(Q,*¢) forallpeC’(R"), (6.9)

see [36, Propositions 2.6]. When p € L'(R"), then also Q, € L'(R") and one obtains after taking
the Fourier transform that

Dyp(§) = 27miQ,(H)P(§) for & € R, (6.10)

see [36, Propositions 2.5 (iii) and 2.6].

An important property of the nonlocal gradient is the presence of a duality relation with the
nonlocal divergence, as conveyed by the following integration by parts formula, cf. [36, Proposi-
tion 3.2].

Lemma 6.2.2 (Integration by parts, [36]). Let ¢ € C°(R"”) andy € CZX(R™;R"™). Then

/ Dp(p~t//dx:—/ ¢ div, ¥ dx, (6.11)
R7 R7
where ) W
divpy(e) = [ VOV X0y gy,
R x—yl  |x -yl

Note that the integration over the whole space in (6.11) is sufficient for our purpose, since we
will be working mainly with compactly supported functions; an alternative version of integration
by parts over a bounded domain giving rise to boundary terms was recently proven in [26].

The previous lemma motivates a distributional definition of nonlocal gradients.

Definition 6.2.3 (Weak nonlocal gradients). Let u € L'(R") + L(R"). We say that V €
Ll (R";R") is the weak nonlocal gradient of u, and write Dou =V, if

loc

/V-¢dx:—/ udiv, ydx  forall Y € CZ°(R";R").
n Rn
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In analogy to classical Sobolev spaces, one introduces for p € (1, o) the p-nonlocal Sobolev

spaces as
HPP(R™) = {u € L’(R") : Dyu € LP(R";R™)},

endowed with the norm

luller (rry == llullie we) + [1DpullLe (rregmn), (6.12)

see [36, Definition 3.4]. Note that these spaces can be equivalently characterized as the closure of
C2°(R™) under the norm in (6.12) in light of [36, Theorem 3.9 (i)]. Additionally, we define for an
open Q C R” the subspaces

= lgpp (mn
HPP(Q) =C2(Q) ",
where the elements of C;°(QQ) are interpreted as extended to R" by zero. If Q is a bounded Lipschitz
domain, HJ ?(Q) agrees with the complementary-value space of the functions in H?(R") that

are zero in Q°, see [36, Theorem 3.9 (iii)]. Prescribed complementary values can be viewed as the
nonlocal analogue of Dirichlet boundary conditions in the local setting,.

Example 6.2.4 (Riesz fractional gradient and Bessel potential spaces). The special choice
of kernel function

1
p’ = ———  withs € (0,1) (6.13)

| . |n+s—1

gives rise to the Riesz s-fractional gradient D° := D s, given for ¢ € C°(R") by

D= [ 20D Iy g
nolx =yl |x -yl

cf. [193,194]. Commonly, D® features a normalization constant ¢, 5, which we omit here for the sake
of a cleaner presentation in Section 6.4. The associated nonlocal Sobolev space H?>? (R™) coincides
with the Bessel potential space H>? (R") as shown in [193, Theorem 1.7]. A property we will often
exploit is that

H*P(R") is compactly embedded into Lf;c(R”), (6.14)

see e.g., [194, Theorem 2.2] or [28, Theorem 2.3]. Moreover, we set Hg’p(Q) ={ue H*?(R") :u =
0 a.e. in Q°}.

Besides the previously introduced hypothesis (HO) on the kernel p, used for the definition of
the nonlocal gradient, we require a few more properties in order to have a wider variety of tech-
nical tools, such as compact embeddings and Poincaré inequalities, at our disposal. In accordance
with [36] (see also [36, Remark 4.1]), we make the following assumptions:

Letebeasin (HO),v>0and0 <o <y < 1.

(H1) The function f, : (0,00) —» R, r r"~?p(r) is decreasing on (0,c0) and r r'fp(r) is
decreasing on (0, ¢);

(H2) f, is smooth outside the origin and for every k € N there exists a C > 0 with

Ip(1)
&

< Cx for r € (0,¢);

dk
Wfp (r)

(H3) the function r — r"*?~15(r) is almost decreasing on (0, ¢);
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(H4) the function r — r™¥~15(r) is almost increasing on (0, ¢).

Most of the time, we will not work directly with these hypotheses, but instead make use of
the results and tools proven in [36]; we refer to that paper for a more detailed discussion of the
assumptions (H0)-(H4). The Riesz potential kernel from (6.13) satisfies all these properties, as one
can easily check. Beyond that, we list here a few examples with compactly supported kernels from
[36, Example 5.1] that fit into the setting. These will be revisited also in the later sections to illustrate
our findings.

Example 6.2.5 (Selected kernel functions p). Let w € C°(R") be a non-negative radial func-
tion with w(0) > 0.

a) Let s € (0,1) and suppose that w/| - |** is radially decreasing. Then,

p) = 2 xe R (o)

satisfies (HO0)-(H4) with o = y = s. The associated nonlocal gradient D,, is referred to as a finite-
horizon fractional gradient. In fact, it holds that H*?(R") = H*?(R") with equivalent norms by
[36, Proposition 3.10].

b) Let s € (0,1) and k € {-1,1}. If supp(w) C B;(0) and wlog"(1/|-])/|-|"* is radially
decreasing, then the kernel function given by

_ w(x) log®(1/]x])

(x) = |x|nts—1

,  xeR™\ {0},
satisfies (H0)-(H4) with 0 = sand any y € (s,1) if « = 1 and with any ¢ € (0,s) and y = s if k = —1.

c) Consider a smooth function s : [0,00) — (0,1) and let w/|-|"**(/"D be radially decreasing.
Then,
w(x)

n
rpetore * € RIOL

p(x) =
is a kernel with spatially varying fractional parameter satisfying (H0)-(H4) with o = min(o,} s and
y = maxjo,] s for any £ > 0.

The following auxiliary result from [36, Lemma 4.3, 4.10 and 7.1] will be exploited in Sections 6.3
and 6.4 to prove compactness results uniformly in the horizon parameter. It provides bounds on
the Fourier transform of Q,, and its derivatives in terms of the radial representation of p.

Lemma 6.2.6 (Estimates on QD and its derivatives, [36]). Letp : R" \ {0} — [0,00) be a

radial kernel with compact support satisfying (H0)-(H4). Then Qp is smooth, positive, and there exists
a constant C > 0 such that

%’5 (|1§/|L§|) < Q,(8) < cl (|1§/|L§|) for all |€] > 1/e. (6.15)
Moreover, for every a € NI, one has
#Qp()] < Cull |0p(®)]  foratig £ 0 (6:16)

with constants C, > 0.
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Finally, Poincaré-type inequalities will be indispensible tools for our analysis. We present here
a particular consequence of [36, Theorem 4.11], that suffices for our setting.

Lemma 6.2.7 (Poincaré inequalities and compact embedding, [36]). Let Q c R” be open and
bounded and suppose that the radial kernel function p satisfies (H0)-(H4) and has compact support.
Then there is a C > 0 such that

lullr (mry < ClIDpullrr (rrmny  forallu € H{;’p(Q), (6.17)
and Hé)’p(Q) is compactly embedded into LP (R™).

In fact, comparing p as in the previous lemma with the kernel from Example 6.2.5a) with s = o
leads to a stronger estimate that will be utilized several times in what follows. Precisely, by using
(H3) and [36, Theorem 7.2], we find that there is a C > 0 such that

lullpor ) < ClIDpullLr magny  for allu € HYP(Q). (6.18)

Remark 6.2.8 (Relaxed assumptions on p). Note that according to [36, Proposition 3.10], there
is an equivalence between the function spaces and Poincaré inequalities associated to kernels that
agree around the origin. Hence, (6.17) and (6.18) hold even when the smoothness in (H1) only
holds locally, or when the assumption of p having compact support is dropped. For example, one
could replace the function w in Example 6.2.5 a) by an indicator function 15,9y with § > 0 or by
an exponentially decaying function e~ with & > 0, which leads to the truncated and tempered
fractional kernel of [92, Examples 2 and 3], respectively. A

6.2.3 Existence theory for nonlocal variational problems

Let us address next the solvability of vectorial variational problems involving the nonlocal gradients
as introduced in the previous section. Besides being of general interest, the existence statement of
Theorem 6.2.11 is needed below to conclude the convergence of minimizers for the variational
problems with varying horizon in Sections 6.3 and 6.4. We remark that the results presented here
are new in this generality, but can be derived by following closely the techniques of [72], where the
direct method in the calculus of variations is applied to the special case of functionals depending
on finite-horizon fractional gradients. The adaptation of the proofs is straightforward and left to
the reader.

Throughout this section, we assume that p € (1, 0), Q ¢ R" is a bounded Lipschitz domain,
and the kernel p satisfies (H0)-(H4) and has compact support. The following result, which allows
us to translate the nonlocal gradients into classical gradients, can be proven by extending (6.9) via
density as in [72, Theorem 2 (i)].

Lemma 6.2.9 (From nonlocal to local gradients). The linear map Q,, : H?(R") — WP (R"),
u — Q, * u is bounded and it holds for allu € HPP(R") that

Dou=V(Q,u).

Another ingredient is the strong convergence of nonlocal gradients in the complement of Q,
which follows as in [72, Lemma 3] by utilizing the compact embedding of Hop ?(Q) into LP (R") (see
Lemma 6.2.7) and the Leibniz rule in [36, Lemma 3.8].

Lemma 6.2.10 (Strong convergence in the complement). Let (u;); C Hg ?(Q) be a sequence
that converges weakly to u in H?P(R"). Then, for any n > 0 it holds that

Dpuj — Dpu  in LP((Qy)%;R") as j — oo,

recalling the definition Q, = Q + B, (0), see (6.8).
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With these two technical tools and the Poincaré inequality from Lemma 6.2.7 at hand, one can
argue as in the sufficiency part of [72, Theorem 5] and [72, Corollary 2] to obtain the existence of
minimizers for vectorial variational problems with quasiconvex integrands.

Theorem 6.2.11 (Existence of minimizers). Let § > 0 be such that supp p = Bs(0) and let
f: Qs X R™™ — R be a Carathéodory integrand such that

c|Alf = C < f(x,A) < C(1+|AlP) fora.e x € Qs and all A € R™".

IfA— f(x,A) is quasiconvex for a.e. x € Q, then the functional

F: Hé)’p(Q;Rm) - R, F(u):= f(x,Dpu) dx (6.19)
Qs

admits a minimizer.

Note that taking § > 0 such that supp p = Bs(0) ensures that Dyu is zero in Qf for all u €
Hg’ ?(Q). Hence, the functional F in (6.19) defined as an integral over the bounded set Qs captures
all the non-trivial parts of D,,.

Quasiconvexity, which is well-known to characterize the weak lower semicontinuity of integral
functionals in the classical case [75,165], is indeed the natural convexity notion also in the context
of variational integrals depending on nonlocal gradients. This observation can be seen as a gener-
alization of [140, Theorem 1.1] and [72, Theorem 5] and relies on Lemma 6.2.9 and the following
inverse translation operator.

Lemma 6.2.12 (From local to nonlocal gradients). There is a bounded linear operator P, :
WP (R") — HPP(R") such that P, = (Q,)~'. In particular, for allv € WP (R") we have

Vo = D,(Pyo).

Proof. We define the operator
—~\V
Py SR = SR, Ppv = (3/0,) .

which is well-defined given that 1/ QD is smooth and has polynomially bounded derivatives by
Lemma 6.2.6 and (H3). It is also clear that P, = (Q,)"! and D, o P, = V on the space S(R"),
so it is sufficient to prove that P, extends to a bounded operator from W'?(R") to L?(R"). By
Lemma 6.2.6, (H3) and the Mihlin-Hérmander theorem (cf. e.g. [122, Theorem 6.2.7]), it can be
verified that (-)"_1/§p is an LP-multiplier, where (&) := /1 + |€|? for & € R". Hence, arguing as in
[141, Section 2.3], we find that P, extends to a bounded operator from H'~%?(R") to L?(R") and,
in particular, it is also bounded from W (R") to L? (R"). O

The following can now be proven as in [72, Remark 8], given that we have both translation
operators Q,, P,, the Leibniz rule from [36, Lemma 3.8], and the compact embedding of H(‘;J P(Q)
into L*(R") for p > n/o (cf. [36, Theorem 6.5]).

Corollary 6.2.13 (Nonlocal representation of quasiconvexity). Letd > 0 be such thatsupp p =

Bs(0). A continuous function h : R™" — R is quasiconvex if and only if
1 oo
f(A) < m/ f(A+Dyu)dx forall A e R™" andu € Hg’ (Q;R™),
Sl JQs

with H(‘;)’OO(Q; R™) :={u € L(R";R™) : Dyu € L*(R";R™"), u =0 a.e. in Q°}.
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6.2.4 Scaled kernels

We introduce here the setting and notations for varying horizon nonlocal gradients obtained via
scaling of a fixed nonlocal gradient, as they will be used in the limits of vanishing and diverging
horizon in Sections 6.3 and 6.4.

Our starting point is a radial kernel p that satisfies (H0)-(H4) and is normalized in the sense that

supp p = B1(0) and / pdx =n. (6.20)
One can then compute that
Q,dx =1, or equivalently, Q,(O) =1. (6.21)
Rn

Notice that the kernels from Example 6.2.5 can all be rescaled and normalized to satisfy (6.20).
The rescaled family of kernels (ps)s for horizons § > 0 is then defined by

ps(x) =csp (%) x € R, (6.22)

with (cs)s C (0, 0) a suitable sequence of scaling factors. Precisely, they are chosen as c¢s = 67"
for the limit § — 0 and as c¢s = p(1/8) ! for the limit § — oo.

We collect here a few general observations about the rescaled kernels and associated gradients.
First, it follows that supp ps = Bs(0), which makes D,s a nonlocal gradient with horizon §; in
particular, the initial gradient D, corresponds with the gradient D, with horizon distance equal to
1. Moreover, the rescaling preserves the key properties of the kernel function, that is, for any § > 0,
the kernel ps also satisfies (H0)-(H4). This makes all the results in the previous sections applicable
to these kernels as well, in particular, the existence result of Theorem 6.2.11. Finally, we observe
that the kernel associated to ps satisfies

Ops = 50, (S) and 0, = c56"0, (5, (6.23)

where we have used [122, Proposition 2.3.22 (7)] for the interaction between scaling and Fourier
transforms.
To highlight the dependence on the horizon parameter, we denote the spaces associated to D
by
HPP2(R™) = {u € LP(R") : D,,u € LP(R;;R™)},

and similarly for Hé)’p’a(Q); it holds specifically that H”? (R") = H*P1(R™).

6.3 Localization when 6 — 0

This section is devoted to the localization process, that is, to the asymptotic analysis in the limit
of vanishing horizon. We start by showing that the suitably scaled nonlocal gradients converge to
the classical one as § — 0, and subsequently prove compactness results uniformly in the horizon
parameter §. Finally, we utilize these tools to establish the I'-convergence of integral functionals
depending on scaled nonlocal gradients to their local counterparts as the horizon tends to zero.

For this analysis, we fix a radial kernel p that satisfies (H0)-(H4) and (6.20), and consider for
d € (0, 1], the scaled kernels

e () ma 0u= 20, (3)
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which corresponds to (6.22) with the scaling factors cs = §~". Observe that this choice of scaling
preserves the normalizations /Rn psdx = n and /R" Qpsdx = 1 for each § € (0,1], and (6.23)
specifies to

Qps = 0p(5-). (6.24)

Throughout this section, we take p € (1, c0) and assume Q to be a bounded Lipschitz domain.

6.3.1 Localization of the nonlocal gradient

Here, we present the convergence of the scaled nonlocal gradients to the classical gradient. Starting
with the case of smooth functions, which features an explicit convergence rate, we subsequently
extend the analysis to Sobolev functions on bounded domains and the whole space R". In the case
of bounded domains, the nonlocal gradient is defined on a smaller set than the classical one, but
this difference vanishes as § — 0. Closely related localization results can be found in [16,161].

Lemma 6.3.1 (Localization of nonlocal gradients). The following statements hold:
(i) Foreach ¢ € C°(R") and for all § € (0, 1], one has that
I1Dps® = Vol 1= ®ngn) < 8°Lip(VZ). (6.25)

In particular, D, — Vo uniformly on R" asé — 0.

(ii) For eachu € WP (Q), it holds that

Tq sDpsu — Vu in LP(Q;R") asé — 0;

recall that Q_s == {x € Q : dist(x, Q) > 6}.

(iii) For eachu € WP (R"), one has that u € HP>P(R") for all § € (0, 1], and

D,su — Vu in LP(R";R") as§ — 0.

Proof. Part (i): Let ¢ € C2°(R™;R™). Then the multivariate version of Taylor’s theorem with inte-
gral remainder shows for x € R" that

1Qps * ¥ (x) =Y (x)| =

) Qps(x =) (¥ (y) - ¥(x)) dy‘

Bs(x

<

| Qps (x =)V (x)(y — x) dy’

Bs(x

+ /B o)

< SLip(Vy) /B  Oulx = dy = Lip(Vy)

1
/0 (VY + ty = ) = V() (y - %) dt| dy

where we have used that ||Qp;|l.1(r») = 1, and also the radiality of Q,, to cancel the term in the
second line. Applying this estimate with ¢y = V¢ for any ¢ € C.°(R") proves the claim in light of
(6.9).

Part (ii): Since u € W' (Q), the nonlocal gradient D, u is well-defined in Q_s and coincides
with Qs * Vu on this set (cf. [36, Proposition 3.5]). Let j € N and choose ¢; € CZ°(R") such that

| =

lo; — ullwir(q) < =

~



6.3. LOCALIZATION WHEN§ — 0 195

which is possible as Q is a bounded Lipschitz domain by assumption. Additionally, we can choose
d = 8(j) small enough in light of Part (i) such that

| =

1
IDps@j — VoillLr(@rn) < ; and ||Vullrr(o\o_srr) < =

~

The previous estimates along with (6.9) then imply

ITo_sDpstt = Vuller o) < IDpstt = Dps@jllie(o_smn) + 1Dps @ = VjllLe(a_smn)
+ ”quj - Vu“LP(Q_a;R") + ||Vu||Lp(Q\Q_§;Rn)

3
<N Qps = Vu — Qps * VopillLe (a_smm) + ;
< 1QpsllLrmmy IVu = Vojllrr (o) + = <

where the last line is due to Young’s convolution inequality.

Part (iii): This follows with similar arguments as in Part (ii) or, alternatively, from [16, Theo-
rem C] with A = V. O

Remark 6.3.2. a) In view of estimate (6.25), D, converges to V quadratically in J, given that
VZ2¢ is Lipschitz continuous. More generally, if ¢ is twice differentiable such that V2¢ is a-Hélder
continuous with @ € (0, 1], a similar argument induces the convergence rate 5'*%, while for a
differentiable ¢ with a-Hoélder continuous gradient, convergence takes place at a rate of §%.

b) Our I'-convergence result in Section 6.3.3 is formulated for admissible functions with pre-
scribed Dirichlet conditions in the complement of Q. Therefore, Lemma 6.3.1 (iii) is sufficient for
these purposes. However, the sharper result in Part (ii) for bounded domains can be useful in the
future for studying vanishing-horizon limits in more general settings, such as the Neumann-type
problems considered in [141]. A

6.3.2 Compactness uniformly in § € (0, 1]

In this section, we establish a compactness result for the nonlocal gradients that hold uniformly in
the horizon parameter. The following theorem, which is also interesting in its own right (cf. (6.27)
below), serves as a technical basis by providing a comparison between the norms of the nonlocal
gradients with different horizons; this includes also the classical gradient, denoted for consistency
by D,, := V. Our proof relies on Fourier multiplier theory and takes inspiration from the one of
[36, Theorem 7.2] for comparing Sobolev spaces associated to different nonlocal gradients.

T}leorem 6.3.3 (Comparison between scaled nonloc_al gradients). Let$ > 0 and (6,,8,) €
[6,1] x [0, 1]. Then, there exists a constant C = C(p, n, p,§) > 0 such that

1Dps, @llLr (Rrmn) < ClIDps @llLe (reirny  for all o € CP(R™).
Proof. Define the function ms, s, : R" \ {0} — (0, o) by
0p(8:9)
Qp(628)

recalling that Qp is non-negative. Then, we find in view of (6.10) and (6.24) that

ms,s,(£) =

Dps, ¢ = ms, 5,Dps, ¢.
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for every ¢ € C°(R™); in particular, the case §; = 0 is valid given that QP(O) = 1. It now suffices
to show with the help the Mihlin-Hérmander theorem (cf. e.g. [122, Theorem 6.2.7]) that ms, 5, are
LP-multipliers with estimates independent of §; and §,. To this aim, we need to prove that for every
a € Ny with |a] < 7 +1,

|6%ms, 5,(8)] < ClE7®! forall £ £ 0 (6.26)

with a constant C > 0 depending only on n, p and 4.
We note that the second part of Lemma 6.2.6 together with the Leibniz and quotient rules for
differentiation imply

10%ms,.s,(6)] < ClE|"1% ms, 5,(£)] forall £ # 0

with C = C(n) > 0. Therefore, it only remains to verify (6.26) for @ = 0, that is, we need to show
ms, 5, is uniformly bounded independent of §; and §,. We prove this by distinguishing two cases.

Case 1: 61 > §,. For 0 < [¢] < i with € > 0 the parameter in the hypotheses (H0)-(H4), one
can estimate

Q,(8:9)
Q,(8:9)

considering that ||§p||Loo(Rn) < 1QpllL1(rn) = 1 by (6.21). On the other hand, we infer for |&| > ﬁ
from Lemma 6.2.6 that

Ims, s,()| =

S (mlnBl/S(O) Qp) _1’

Ims,.5,(E) =

§p<51§)| (@)"ﬂﬁa)

= <c|Z =C(52)1_y 5(511‘5')(511& W_l
00| \) 3(sko)

% 7)(521& ) (521|§| )W_l

S\
sc(—z) <1,
o1

where the second inequality uses the almost monotonicity in (H4).
Case 2: §; < §,. Similarly as in Case 1, we obtain for 0 < |&| < ﬁ that

0p(8:8)
0p(828)
and for |&] > 1/(61¢) by Lemma 6.2.6 that

Ims, s, ()] =

) ~ 1 . ~
< lmm-—— < mm——
= ( mBaz/(alg) (0) Qp) - ( mB1/(&) (0) QP) ’

Ims,.s,(E)] =

5, )” /_)(aﬁa)

<Cl|=
<c(3

0, (6:8) ‘
Q,(8:£)

with the second inequality due to (H3).

Finally, combining the two cases shows that |m51,52(§)| < C = C(p,d) for all & # 0, which
concludes the proof. m]

Together with a density argument, the previous theorem shows that H??%1 (R™) = HPP% (R™)
and H(')O’p’cs1 (Q) = Hg’p’52(§2) for all &, 6, € (0, 1] or equivalently, that

HPPO(R™) = HPP(R") and H()p’P’5(Q) =H'(Q) for all § € (0,1]. (6.27)

In fact, by inspecting the proof of Theorem 6.3.3, it is not hard to see that (6.27) holds for all § > 0,
which shows that our nonlocal function spaces do not depend on the horizon parameter §. Based
on this observation, we obtain the following corollary as a consequence of (6.18).
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Corollary 6.3.4. There exists a constant C = C(p, n, Q, p) > 0 such that
0,0
lullgor (rm) < CliDpstllie(qsmny  forallu € HYPP(Q) and § € (0,1].

Remark 6.3.5. We observe that there is another way of proving Corollary 6.3.4 that does not
pass through the stronger statement of Theorem 6.3.3. For this alternative argument, it suffices to
require that the kernel p satisfies (H0)-(H2) and

|n+a—1

hlrrll inf p(x)|x > 0.
x|—0

Indeed, one can compare ps with the kernel from Example 6.2.5a) for s = ¢ by arguing as in
[36, Theorem 7.2] and checking that the constants are independent of §. When p = 2, even (H2) is
not necessary (cf. [36, Theorem 7.2]), so that also the truncated fractional gradients in Remark 6.2.8
are covered. A

In order to ensure the existence of convergent subsequences required for the forthcoming I'-
convergence result (see Theorem 6.3.7), we proceed with the following compactness statement.

Lemma 6.3.6 (Convergent subsequences for vanishing horizon). Let (6;); C (0, 1] be a se-
quence with §; — 0 and suppose that u; € Hé)’p’&j(Q) for each j € N with

sup||Dp5j Uj ”LP(Q(SJ-;R") < 00,
jeN

Then, thereisau € Wol’p (Q) (extended to R™ as zero) such that, up to a non-relabeled subsequence,

uj > u inL’(R") and Dpajuj — Vu inl?(R";R") as j — oo.

Proof. By Corollary 6.3.4, the sequence (u;); is bounded in H%?(R"). Since each u; is supported
in Q, we conclude from the compact embedding H*? (R") << Lﬁ) (R") (cf. 6.14) that there is a
u € LP(R") with u = 0 a.e. in Q° such that, up to a non-relabeled subsequence,

uj > u in L?(R") as j — oo.

Moreover, up to extracting a potential further subsequence, we find that D, 5,4 — Vin LP(R™;R")
for some V € L?(R";R"). To deduce that V = Vu, we compute for ¢ € C°(R") that

/ Vedx = lim Dps,uj @ dx

j—ooo R~

= — lim u; D, @dx
Jj—00 R7 J

:—/ u Ve dx,

where the last equality follows from the localization result for the nonlocal gradients in Lemma 6.3.1
(i). This shows that u € Wol’p (Q) (extended to R" as zero) with Vu = V, which finishes the
proof. m]
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6.3.3 TI'-convergence § — 0

We are now in the position to make the conjectured localization of our variational problems in the
limit § — 0 rigorous, choosing I'-convergence as a natural framework.

Before stating the theorem, let us collect the relevant objects. The family of vectorial energy
functionals (Fs)se(0,1] with F5s : LP(R";R™) — R := R U {oo} for § € (0,1] is given by

/ f(x,Dpsu)dx foru e Hg’p’5(Q; R™),
Qs

Fs(u) = (6.28)

00 else,

where f : Q; X R™" — R is a suitable Carathéodory integrand; considering that the functions
in the domain of Fs are defined on R" with zero Dirichlet conditions in Q¢, we may take, without
loss of generality, the integrals over the bounded set Q5.

As prospective limit functional, we introduce Fj : L? (R"; R™) — R given by

‘/Qf(x, Vu)dx forue Wol’p(Qg R™),

Fo(u) = (6.29)

00 else;

here, functions in Wol’p (Q; R™) are identified with their extension to R" as zero.

Theorem 6.3.7 (Localization for vanishing horizon viaI'-convergence). Letf : Q;xR™*" —
R be a Carathéodory integrand such that

c|lAlP —=C < f(x,A) < C(1+|A|P) forae x € Q; andall A € R™"

withc,C > 0. If f(x, -) is quasiconvex for a.e. x € Q, then the family (Fs)se(o,1] in (6.28) I'-converges
with respect to LP (R"; R™)-convergence to the functional F, in (6.29) as § — 0, that is,

[(Lf)-lim F5 = Fo.

Additionally, (Fs)s is equi-coercive with respect to convergence in LP (R"; R™).

Proof. Let (6;); C (0,1] be a sequence converging to 0 as j — oo.

Equi-coercivity: By the growth bound on f from below and Corollary 6.3.4, we deduce that there
are constants ¢/, C’ > 0 such that

Fs;(u) 2 ¢ |lullgor wny — C’

forallj e Nandu € Hg 201 (Q;R™). This yields the equi-coercivity, given the compact embedding
of H(R™) into L (R"), cf. (6.14).
Liminf-inequality: Let (u;); C LP(R";R™) with u; — u in LP (R"; R™). Assuming without loss
of generality that
li]_rri)igf Fs;(uj) = ]h_)rrgo Fs,;(uj) < oo,

we have that u; € HOP’P’aj(Q; R™) for each j € N and

Sup”ngsjuj”LP(ng;[Rm) < o9,
jeN
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due to the lower bound on f. Lemma 6.3.6 therefore yields a u € Wol’p (Q;R™) (extended to R" as
zero) such that D, 5, Ui = Vu in LP (R™; R™*™). If we use translation operators as in Lemma 6.2.9
to define

vj = Qpéjuj = Qpéj xu; forjeN,

then (v;); is a bounded sequence in W (R"; R™) with Vo; = Dpaj u; — Vu in LP(R™;R™ ") as
j — 0. Consequently, it even holds that v; — u in W"*(R";R™), considering that the functions
v; are zero outside of Q; for each j € N. A standard lower semicontinuity result for functionals
with quasiconvex integrands (cf. [75, Theorem 8.11]) then implies

lim inf Fs; (u;) = lim inf/ f(x, Dy, uj)dx
j—oo j—ooo de

Jj—oo

2liminf/f(x,Dpéjuj)dx—C|Q(5j\Q|
Q

= lijrri)glf‘/Qf(x, Vo;)dx > /Qf(x, Vu) dx = Fo(u),

which is the desired liminf-inequality.
Recovery sequence: Without loss of generality, consider u € Wol’p (Q;R™). Then, we infer from
Lemma 6.3.1 (iii) that u € Hé)’p’(sj(Q;[Rm) for all j € N with Dpsj” — Vu in LP(R"; R™*") as

j — oo. The upper bound on f enables the application of Lebesgue’s dominated convergence
theorem to find

lim Fs, (u) = lim / f(x,Dy5 u)dx = /f(x Vu) dx = Fo(u).
Jj—o0 Jj—o QSJ- J Q
This shows that the constant sequence is a suitable recovery sequence. ]

Remark 6.3.8. a) Under the assumptions of Theorem 6.3.7, for every § € (0, 1], the functional F
admits a minimizer according to Theorem 6.2.11. Therefore, standard properties of I'-convergence
imply that these minimizers converge, up to subsequence, to a minimizer of 7, as § — 0.

Referring to the literature, a closely related I'-convergence result involving similar nonlocal
gradients in the case m = 1 can be found in [161, Theorem 1.7]. However, the latter does not
feature the equi-coercivity required for the convergence of minimizers.

b) Since the definition of D,;u on Qs only depends on the values of u in Q,s, the Dirichlet
condition in Q€ can be equivalently replaced by prescribing zero values in Q5 \ Q. We remark
that the papers [30, Theorem 6.1] and [72, Corollary 2] on finite-horizon fractional gradients use a
slightly different convention by considering the gradients on Q and requiring Dirichlet conditions
in Qs \ Q_s. Clearly, both settings are equivalent by a suitable renaming of the domain. The reason
for our choice is that only the setting used here is meaningful for both limit passages § — 0 and
d — oo.

c¢) Theorem 6.3.7 can readily be extended to non-zero complementary values, that is, to admis-
sible functions in the spaces g + H P ’5(9; R™) for any given g € W'P(R";R™). Indeed, since
g € HPPO(Q;R™) for all § > 0 with

IDpsgllLe (rrmmxny < |Qps it mr) IVGllLe (mrmmxny = [|VgllLe (rrmmxn),

the argument follows through in the same manner with the domain of the I'-limit being g +
W, P (Q; R™). A
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Example 6.3.9. By applying Theorem 6.3.7 to the kernels of Example 6.2.5, we obtain the local-
ization of functionals as in (6.28) with nonlocal gradients associated to the following scaled kernels:

a) For p as in Example 6.2.5 a), one finds that

W/0) sy w(x/)

|x/5|n+s—1 - |x|n+s—1’

ps(x) =567" x € R™\ {o}.

These scaled kernels coincide (up to a constant) with finite-horizon fractional gradients D§ from
[30,31,72,141]. Theorem 6.3.7 then complements the localization result for s T 1in [72, Theorem 7].

b) The scaled versions of the kernels p in Example 6.2.5b) read as

—nW(x/8)1og"(§/Ix]) _ ooy w(x/)(log(d) —log(|x])"®

ps(x) =9 [x/5|n+s—1 ||ns1 , xeR"\{0}.
c¢) With p as in Example 6.2.5 c), the scaled kernels are given by
_ s WX/O)  (wysy-1_ W(x/9)
pa(x) = w1 =0 eemton X € RUAO

6.4 TI'-convergence § — o

We focus now on the asymptotics of the nonlocal gradient as the horizon 6 diverges to infinity. As
proven below, the associated limiting object is the Riesz fractional gradient. While this is to be ex-
pected for finite-horizon fractional gradients, surprisingly, the same holds when starting from any
general nonlocal gradient within our setting. This section is structured in parallel to Section 6.3,
showing first the convergence of the nonlocal gradients to the Riesz fractional gradient, then provid-
ing a uniform compactness result, and finally, proving the I'-convergence of the associated energy
functionals.

Let p again be a non-negative radial kernel that satisfies (H0)-(H4) and (6.20), and assume
throughout that p € (1, 00) and Q is a bounded Lipschitz domain. The lack of integrability of the
fractional kernel on R" calls for a different scaling procedure compared with Section 6.3. Precisely,
for § € (1/¢, o0) (so that p(1/5) # 0), we now define

pa(x) = ﬁ(%)_lp (%), (6.30)

which corresponds to (6.22) with cs := p(1/8)~!. In this way, the values of ps on the unit sphere

0B (0) are normalized to 1 for any . In addition, we require that these kernels converge pointwise
on R™\ {0} as § — oo, and set

-1
pro(x) i= lim ps(x) = lim 7)(%) p(5). xer"\{oh (6:31)

With the scaling (6.30), the kernel function Q,; and its Fourier transform satisfy

{1 -1 . —~ a— [ 1 -1
Qp(s:p(g) 0y(5) and Q=9 P(S) 0p(8°). (6:32)
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Let us point out that our chosen scaling is, up to a constant, the only relevant one. Indeed, if
there is a sequence (Cs)s of positive reals such that (¢sp(:/))s converges pointwise as § — oo,
then for x € 9B;(0),

Y = N 5 I
imn(2)- (3

Therefore, we obtain for all x € R" \ {0} that
X 1 1\ x
v (5)- e (o (3] (3) -0

6.4.1 Convergence of nonlocal gradients as § — oo

This section is about establishing that the scaled nonlocal gradients converge to the Riesz fractional
gradient as § — co. We commence with some bounds on ps from (6.30) and the limit kernel p, that
will be used repeatedly later. Recall that ¢ > 0 is as in (H0)-(H4), and that o,y with0 < 0 <y < 1
are the parameters appearing in the hypotheses (H3) and (H4), respectively.

Lemma 6.4.1. There exist constants C,c > 0 such that for every § > 1/¢ and all x € Bs.(0) \ {0},

. 1 1 1 1
¢ min T a1 < ps(x) < Cmax e T | (6.33)

In particular, it holds for all x € R™ \ {0} that

. 1 1 1 1
¢ min |x|n+0'—1’ |x|n+y—1 < poo(x) < Cmax |x|n+0'—1’ |x|n+y—1 :

Proof. Observe first that by (H3) and (H4), there are constants ¢, C’ > 0 such that

n+o-1

()7 mw <mm < (N7 B (634

for all t,r € (0,¢) with r > t.
Let x € Bs.(0). If |x| > 1, we can apply (6.34) with the choice r = |x|/d and t = 1/6 to find

¢’ g 1\7'_ |x| < C’
|x|n+y—1 =P ) P S| |x|n+a—1'
As for the case 0 < |x| < 1, we resort to (6.34) as well, but take r = 1/§ and ¢t = |x|/J instead, which
gives

1 (1 ' (x| . 1
C/|x|n+o—l =P S P S5~ c/|x|n+y—1'
We conclude that (6.33) holds for suitably chosen constants ¢, C. O

As the next lemma shows, p., must be a fractional kernel, no matter the specific choice of p.
This finding is a key ingredient for proving that only Riesz fractional gradients can be obtained as
the limit of increasing horizon nonlocal gradients with the scaled sequence of kernels p;.

Lemma 6.4.2 (Limit kernel p,, is fractional). There is an so € [0,y] such that ps in (6.31)
satisfies

1
Poo(x) = p**(x) = P for all x € R" \ {0}.
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Proof. Our argument relies on proving that p, is a multiplicative function. To this aim, we consider
r,t > 0 and compute that

_ . {1\ et . (1N eyt
f’w“'”ﬂﬁ&ﬁ(ﬂ P(T)%E&P(E) p(5)7(5) 7(5)
= Pu(r) Jim ﬁ((si/r)ﬁ((s—jr) = 5 (NP ().

Since p, is also locally bounded away from 0 by Lemma 6.4.1, we deduce that p ., must be a power
function (cf. [4, Chapter 3, Proposition 6]). Together with Lemma 6.4.1, it follows therefore that
Poo(x) = 1/|x|™="1 for some so, € [0, y]. o

Remark 6.4.3. The parameter s., associated to a limit kernel p, can be determined directly from
p via the limit

Seo = log(p,(1/e)) —n+1= (Slim log (/_)(1/5)_1/3(1/(65))) —-n+1.
A

Example 6.4.4. One observes that the kernels p from Example 6.2.5 satisfy (6.31), i.e., their rescaled
versions converge pointwise. We identify the limiting fractional exponent s, for illustration:

a) Let p be as in Example 6.2.5 a). Then, for x € R" \ {0},
w(1/6)™" w(x/6) 1

poo(x) = 511_{20 Snrs=1 |x/§[mrs—1  |x|mrs—1 =p(x),

which yields se = s.

b) For the kernel p of Example 6.2.5b), one obtains the same limit as in a), that is, po, = p°®, and
hence, s = s. The detailed calculation reads

L we/log" @) 1 log(8/lx])
log"(8)om+s—1 |xc/&|m+s—1 |x|"*571 500 log"(8)
| (0ot

= |x|n+s—1 S0 10g(5) - |x|n+s—1

Poo(X) = (slgrgow(l/5)_1

for x € R™\ {0}.

¢) In the case of p from Example 6.2.5 ¢), the limit fractional exponent becomes s, = s(0), as

1 w(x/0)
5n+s(1/5)—1 |x/5|n+s(|x|/5)—1
1 1

= i TS S (18 [ s (R 1 [ rrs(@)-1

peo() = lim (1/6)""

for x € R™ \ {0} shows.

In the next step, we show that the nonlocal gradients converge to the fractional gradient induced
by pe as § — oo, see Proposition 6.4.6. The proof involves the following auxiliary result, which
allows to control the integrability of the kernels during the limit passage.

Lemma 6.4.5. It holds that

ps min{1,| - |7'} = pe min{1,|- |7} inL'(R") as§ — .
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Proof. We already know the pointwise a.e. convergence by (6.31), and it follows from (6.33) that

. - . _ 1 1
185, (0)ps min{1, | - | Y < Cmin{1, |- | 1}max{ }

|- |n¥o=1" |- [nr-1
Since the right-hand side is integrable, Lebesgue’s dominated convergence theorem implies
185, (0)ps min{1,|-|™'} > peo min{1,|-|7'} inL'(R")as§ — .
It remains to show that

185, (0)cps min{1, | - |71} -0 inLY(R") asd — oo. (6.35)

Considering that, in light of (H1), p(-/5) < C in Bs.(0)¢ for some C > 0, and p(-/5) = 0 on Bs(0)°
by (6.20), we find

185, (0)ePs < Clps(0)\Bs. (0)P(1/8) ™" < Clpz00\B,(0)P(1/8) 7,

given that de > 1. This yields

-1
1
/ ps(x) min{1, |x| '} dx < Cﬁ(—) / x|t dx
Bse/a(0)¢ 6] JBs(0)\Bi(0)

S {%(1/5):1(5"—1 -1 ifn>1 630
Cp(1/8) *log(6) ifn=1

In either case, the expression in (6.36) converges to 0 as § — oo in view of (H3), which gives rise to
(6.35) and finishes the proof. O

As a consequence, we now obtain the convergence of the nonlocal gradients to the Riesz frac-
tional gradient as § — oo in the case of Sobolev functions.

Proposition 6.4.6 (Convergence to fractional gradient as § — o). For anyu € W'"P(R") it

holds that
Dysu — Dy u=D**u inP(R";R") as§ — oo.

Proof. In light of [92, Proposition 1] (cf. also the proof of [36, Proposition 3.5]), we deduce the
estimate

1Dp5u = Dptllo ey < Cllllswrogeen | (p5 = peo) mind 1,1+ 1™ Hl oy

for all u € WP (R"), and the statement follows via Lemma 6.4.5. O

6.4.2 Compactness uniformly in § € (1/¢, )

Next, we address the issue of compactness with the goal of deriving a counterpart of Lemma 6.3.6
in the setting of diverging horizon. This relies on the following analogue of the Poincaré-type
inequality in Corollary 6.3.4. The proof is based on the comparison of the scaled nonlocal gradients
D, with a suitable finite-horizon fractional gradient.

Proposition 6.4.7. There exists a constant C = C(p,n, Q, p) > 0 such that

,P,0
lullgor (rny < ClIDpsullr(osmrn)  forallu € Hopp (Q) and 6 € (1/¢, ).
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Proof. Consider DY := D, induced by the kernel function

w

o _
pr = et (6.37)

where w € C°(R") is a non-negative radially decreasing function with w(0) > 0 and suppw =
B1(0); note that p{ falls into the setting of Example 6.2.5a) with s = ¢ and recall that o is the
parameter appearing in the hypothesis (H3) on p.

Then, by (6.18) there is a constant C > 0 such that

lullgor mny < CIIDSulle(oymny  forallu € Hy P (Q).
The remaining proof shows that there is a constant C > 0 independent of § such that
DY ¢llLe (rrsmry < ClIDps@llr (mromny  forall ¢ € CZ(R™) and § € (1/¢, 00), (6.38)

from which the claim follows after a density argument.
Let us define ms : R™ \ {0} — R as

Qe (8)
Qps (O

ms (&) =

and observe that, in light of (6.10),
no

D¢ = msD,s¢ for ¢ € C°(R").

The estimate (6.38) follows then directly from Fourier multiplier theory, once ms is confirmed to
satisfy the Mihlin-Hormander condition with uniform constants, that is,

10%ms ()| < Clg|1*! (6.39)

for all « € Ni with |a| < n/2+1 and C > 0 a constant independent of §.
To this aim, observe that (6.16) implies for ¢ # 0 that

#0p (8] = [p(1/8) 7157141575, (59|
< Cp(1/8) " 8™14116¢111 |G, (88)| = Clel 1

00 ().

with C > 0 independent of §. Since the same holds for ng, we deduce via the Leibniz and quotient
rule that
|0ms(£)| < ClEI ™ ms ()] forall & 0.

Therefore, it remains to verify (6.39) for « = 0, which corresponds to showing that ms is

bounded independent of §. For simpler notation, we write (£) = /1+ |£|? for £ € R". Since
the estimate (6.15) in Lemma 6.2.6 along with (6.37) allows us to deduce

Qpr (§) < C(H°" forall ¢ e R,
the proof of (6.39) for @ = 0 can be reduced to verifying that

0,5(6) = C(E) forall ¢ € R", (6.40)
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Let us first consider |£] < 1/(J¢). Then, in view of (6.32),
0ps (&) 2 p(1/8)™'8" ming 5 0p 2 C 2 C(H)7, (6.41)

where C is independent of § because p(1/8) 16" — oo as § — oo by (H4). For the case |£] > 1/(J¢),
we use Lemma 6.2.6 and Lemma 6.4.1 to infer

Qps(£) = Cp(1/8)'6"|5¢"p(1/18¢))
> CI&|™" min{|¢|™ 71, [} (6.42)

= Cmin{|¢]77% |71} = ()77

Finally, (6.41) together with (6.42) gives (6.40), and thus, (6.39). This finishes the proof in light of
the Mihlin-Hormander theorem (see e.g. [122, Theorem 6.2.7]). ]

Remark 6.4.8. While the previous proof is built on (6.38), we mention that a statement parallel
to Theorem 6.3.3 cannot be expected to hold for an unbounded parameter range of §. Indeed, this
is due to the fact that the singular behavior of ps, and ps at the origin may be different, as one
can see, for instance, from the two kernels in Example 6.4.4b); they feature a stronger and weaker
singularity than p., respectively. A

By combining Proposition 6.4.7 and Proposition 6.4.6, we can now deduce the following com-
pactness statement.

Lemma 6.4.9 (Convergent subsequences for diverging horizon). Let (§;); C (1/¢e o0) be a
sequence with §; — oo and suppose that u; € Hop’p’éj(Q) for each j € N with

SuP”Dp(sjuj”LP(ng;R") < oo.
jeN

Then, thereisau € Hg""’p (Q), such that, up to a non-relabeled subsequence,
uj —u inl?(R") and Dps uj = D*~u inLP(R™;R") as j — oo.
Moreover, for every n > 0 it holds that
Dypj,uj — D*~u inLP((Q,)*;R") as j — oo.

Proof. We infer from Proposition 6.4.7 that (u;); is a bounded sequence in H??(R"). Then, the
compact embedding H*?(R") << sz) (R") (see (6.14)) together with the fact that each u; is

supported in Q yields the existence of a u € LP(R") with u = 0 a.e. in Q° such that, up to a
non-relabeled subsequence,

uj —>u in L?(R") as j — oo. (6.43)

After selecting a potential further subsequence, we find that D, 5, Ui = V in LP(R"™; R™) for some
V e L?(R"™;R"). One can compute that

/ Vdx = lim Dps uj@dx
n Jj—o0 R7 J

= — lim uj divpaj(pdx:—/

u div® ¢ dx,
Jj—oo R R~
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for any ¢ € C°(R"™; R"), where the last equality employs Proposition 6.4.6 adapted to the nonlocal
divergence. This allows us conclude that V = D**u and u € Hgm’p (Q).

To prove the second part of the statement, we exploit that the nonlocal gradients on (€2,) can
be expressed as a convolution. Precisely, let us define

Zps(2)
|z|2

_zps(2)
|22

for z € R™ \ {0}.

ds(z) = and dw(z) = -

For ¢ € C°(Q), we can compute in view of the radiality of p that for any x € ()¢,

Dy = [ —ljf(_y;l ZY o= ) dy = (U 0eds) * () (6.44)

since 15, (0)cds € L'(R™), the identity (6.44) can be extended via density to all u € Hg’ P ’5( Q). In the
same way, there is an analogous representation when considering the kernels p.,, that is,

D**u =Dy u=(1p,(0)dx) *u on (Q,)°

foru € HyoP (Q) = HPP(Q).
Furthermore, we observe that Lemma 6.4.5 induces the convergence

15, (0)eds = 1p,(0)cdw in L'(R") as § — oo.
This allows us to conclude by Young’s convolution inequality and (6.43) that

I1Dps,uj = D**ullLe((a,yemn) = (18, 0)eds) * uj = (I3, (0)edeo) * ullLr((0,)esrn) — 0 as § — 0.

O

6.4.3 TI'-convergence § — oo

Based on the technical foundations provided in the previous sections, we are now in the position
to prove the I'-convergence for diverging horizon. We consider for § € (1/¢, c0) the functionals
Fs: LP(R";R™) —» Ry := R U {0} given by

x,D,.u)dx foruer’p’§ Q;R™),
Fs(u) = Qaf( pt) o ) (6.45)

00 else,

where f : R" Xx R™" — R is a suitable Carathéodory integrand and ps is the scaled version of the
kernel p, cf (6.30). As made precise in Theorem 6.4.10 below, the limiting object for § — oo is the
functional Fo : LP (R™;R™) — R,

 D**u)dx foru e H>P(Q;R™),
Fusl) 1= Foo () o= { Jyu ! D0 X foru € H (s RT) (6.46)

00 else;

The fractional parameter s, is here related to the kernel p via lims_,o, ps = p*, see (6.31), Lemma
6.4.2, and also Remark 6.4.3.

Theorem 6.4.10 (I'-convergence for diverging horizon). Let f : R" x R™" — R be a
Carathéodory integrand such that

c|lAl” —a(x) < f(x,A) < a(x) +C|A|?  forae x € R" and all A € R™™"
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withc,C > 0 anda € L'(R"). If f(x, -) is quasiconvex for a.e. x € Q, then the family (Fs)se (1/ec0) in
(6.45) T'-converges with respect to LP (R™; R™)-convergence to the functional Fo in (6.46) as § — oo,
that is,

F(Lp)—(slim Fs = Feo-

Additionally, the sequence (Fs)s is equi-coercive with respect to convergence in LP (R™; R™).

Proof. Let (6j); C (1/e,00) be a sequence converging to co as j — oo.

Equi-coercivity: From Proposition 6.4.7 and the lower bound on f, we deduce that
Fs;(w) = Cllullgorrn) — llallp (rr)

forall j e Nand u € Hé) P (©Q;R™). The embedding (6.14) now immediately gives the stated
equi-coercivity.

Liminf-inequality: Consider a sequence (u;); € LP(R";R™) with u; — u in L?(R";R™) satis-
fying, without loss of generality,

liminf Fs, (u;) = lim Fs, (u;) < 0.
]—)00 ]—)00
Then, u; € H(';)’p’aj(Q; R™) for each j € N and supj€N||Dp5j uj||LP(Q5j;Rm) < 00, so that Lemma 6.4.9
yields that u lies in Hg“”p(Q; R™) with
Dps uj = D*~u in L? (R™";R™™) as j — oo. (6.47)

Similarly to the proof of Theorem 6.3.7, we perform a translation to the classical gradient setting
in order to estimate the integral contribution over Q. Witho; := Q, 5,Uj € WP (R";R™) for j € N,

we have that Vo; = Dpaj u; due to Lemma 6.2.9. Moreover, there exists a v € Wl(l)’Cp(R”; R™) with

Vo = D%y by [140, Proposition 3.1 (i)]. We therefore obtain in view of (6.47) that Vo; — Vo in
LP(Q; R™ ™), and (up to translation by constants) that v; — v in W (Q;R™). A standard lower
semicontinuity result for quasiconvex integrands (cf. [75, Theorem 8.11]) then yields
lim inf/f(x, Dpaj”j) dx = lir_ninf/ f(x,Voj)dx
o Ja e (6.48)
> /f(x, Vo) dx = /f(x, D**u) dx.
Q Q

Regarding the integral contributions over Q¢ observe that for any > 0,
Dps uj — D*~u in LP ((©,)R") as j — oo.

Together with the upper and lower bound on f and Lebesgue’s dominated convergence theorem,
we obtain

lim inf f(x,Dps u;)dx > liminf/ f(x,Dp5.u;j) dx—/ a(x) dx
Jj—oo QSJ\Q J Jj—o Q5j\Qﬂ J Q,]\Q
= / f(x, D*u) dx — / a(x) dx
R™\Q, Q,\Q
> f(x,D%u)dx — / 2a(x) + C|D*~u|? dx.
R™\Q Q,\Q
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Letting n — 0 under consideration of [9Q| = 0 results in

lim inf f(x,Dps u;)dx > / f(x,D**u) dx. (6.49)
I=e Jas\e ’ R™\Q

The desired liminf-inequality follows from adding (6.48) and (6.49).

Recovery sequence: It suffices to consider u € Hg“”p(Q; R™). Let (ux)r € CZ(Q;R™) be a
sequence such that upy — u in Hg‘”’p (©;R™) as k — oo. From Proposition 6.4.6 and the second part
of Lemma 6.4.9, we deduce that

Dyps, uk = D*~u,  in LP(R™;R™") as j — oo for all k € N.

Hence, the upper bound on f and a twofold application of Lebesgue’s dominated convergence
theorem shows

lim lim f(x,Dp(s_uk)dx:inm/ f(x,Ds“’uk)dx:/ f(x, D*u) dx.
5 J —oo JRrn Rn

k—o0 j—00 Q

Finally, a recovery sequence is obtained by extracting a suitable diagonal sequence in the sense of
Attouch [18, Lemma 1.15, Proposition 1.16]. O

Remark 6.4.11. a) We find as a consequence of the I'-convergence and equi-coercivity proven in
Theorem 6.4.10 that the minimizers of the functionals F5 in (6.45), whose existence is guaranteed
by Theorem 6.2.11, converge (up to a subsequence) in L? to a minimizer of F*~. In particular, this
result applies to all kernels from Example 6.2.5 with their limiting fractional exponents s., computed
in Example 6.4.4.

b) Note that Theorem 6.4.10 can be readily generalized to functionals defined on the spaces
g+H) P ’5(9; R™) with a given complementary value g € WP (R"; R™), considering that Proposi-
tion 6.4.6 holds for all Sobolev functions in W1 (R"). A



Chapter 7

Structural changes in nonlocal
denoising models arising through
bi-level parameter learning

This chapter corresponds to the published article

[82] E. Davoli, R. Ferreira, C. Kreisbeck and H. Schonberger. Structural changes in nonlocal
denoising models arising through bi-level parameter learning. Applied Mathematics and
Optimization, 88(1):Paper No. 9, 2023. https://doi.org/10.1007/s00245-023-09982-4.

7.1 Introduction

One of the most widely used methods to solve image restoration problems is the variational regular-
ization approach. This variational approach consists of minimizing a reconstruction functional that
decomposes into a fidelity and a regularization term, which give rise to competing effects. While
the fidelity term ensures that the reconstructed image is close to the (noisy) data, the regularization
term is designed to remove the noise by incorporating prior information on the clean image. In the
case of a simple L2-fidelity term, the reconstruction functional is given by

T = -l +R@),  forue 1(Q),

where Q C R” is the image domain, u” € L?(Q) the noisy image, and R : L2(Q) — [0, ] the
regularizer.

A common choice for R is the total variation (TV) regularization proposed by Rudin, Osher,
& Fatemi [186], which penalizes sharp oscillations, but does not exclude edge discontinuities, as
they appear in most images. Since its introduction, the TV-model has inspired a variety of more
advanced regularization terms, like the infimal-convolution total variation (ICTV) [60], the total
generalized variation (I'GV) [51], and many more, cf. [42] and the references therein. Due to the
versatility of the variational formulation, regularizers of a completely different type can be used
as well. Recently, a lot of attention has been directed towards regularizers incorporating nonlocal
effects, such as those induced by difference quotients [21, 46, 53,117] and fractional operators [12,
14,15]. Nonlocal regularizers have the advantage of not requiring the existence of (full) derivatives,
allowing to work with functions that are less regular than those in the local counterpart.

With an abundance of available choices, finding a suitable regularization term for a specific
application is paramount for obtaining accurate reconstructions. This is often done by fixing a
parameter-dependent family of regularizers and tuning the parameter in accordance with the noise
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and data. Carrying out this process via trial and error can be hard and inefficient, which led to the
development of a more structured approach in the form of bi-level optimization. We refer, e.g., to
[87,88] (see also [62, 63,101, 202]) and to the references therein, as well as to [95] for a detailed
overview. The idea behind bi-level optimization is to employ a supervised learning scheme based
on a set of training data consisting of noisy images and their corresponding clean versions. To
determine an optimal parameter, one minimizes a selected cost functional which quantifies the error
with respect to the training data. Overall, this results in a nested variational problem with upper-
and lower-level optimization steps related to the cost and reconstruction functional, respectively.
Key aspects of the mathematical study of these bi-level learning schemes include establishing the
existence of solutions and deriving optimality conditions, which lay the foundation for devising
reliable numerical solution methods.

In recent years, there has been a rapid growth in the literature devoted to addressing the above
questions. To mention but a few examples, we first refer the paper [135] dealing with learning real-
valued weight parameters in front of the regularization terms for a rather general class of inverse
problems; in [13, 25], the authors optimize the fractional parameter of a regularizer depending on
the spectral fractional Laplacian; spatially dependent weights are determined through training via
other nonlocal bi-level schemes (e.g., inside the Gagliardo semi-norm [134] or in a type of fractional
gradient [90]), and in classical TV-models [64, 133, 172]; as done in [86], one can also learn the
fidelity term instead of the regularizer.

A common denominator in the above references is the presence of certain a priori compact-
ness constraints on the set of admissible parameters, such as box constraints like in [135], where
the weights are assumed to lie in some compact interval away from 0 and infinity. These condi-
tions make it possible to prove stability of the lower-level problem and obtain existence of optimal
parameters within a class of structurally equivalent regularizers. However, imposing artificial re-
strictions to the parameter range like these may lead to suboptimal results depending on the given
training data.

It is then substantial to consider removing such constraints in order to work on maximal do-
mains naturally associated with the parameters, which is also our focus in this paper. An inherent
effect of this approach is that qualitative changes in the structure of the regularizer may occur at
the edges of the domain. If optimal parameters are attained at the boundary, this indicates that the
chosen class of regularization terms is not well-suited to the training data. To exclude these degen-
erate cases, it is of interest to provide analytic conditions to guarantee that the optimal parameters
are attained in the interior of the domain, thereby preserving the structure of the regularizer. The
first work to address the aforementioned tasks is [87] by De Los Reyes, Schonlieb, & Valkonen,
where optimization is carried out for weighted sums of local regularizers of different type with
each weight factor allowed to take any value in [0, co]. As such, their bi-level scheme is able to en-
compass multiple regularization structures at once, like TV and TV? and their interpolation TGV.
Similarly, the authors in [152] vary the weight factor in the whole range [0, co] as well as the un-
derlying finite-dimensional norm of the total variation regularizer. We also mention [84], where
the order of a newly introduced nonlocal counterpart of the TGV -regularizer is tuned, and [83],
which studies a bi-level scheme covering the cases of TV, TGV?, and NsTGV? in a comprehensive
way.

In this paper, we introduce a unified framework to deal with parameter learning beyond struc-
tural stability in the context of bi-level optimization schemes. In contrast to the above references,
where the analysis is tailored to a specifically chosen type of parameter dependence, our regulariz-
ers can exhibit a general dependence on parameters in a topological space. Precisely, we consider
a parametrized family of regularizers R, : L?(Q) — [0, 0] with A ranging over a subset A of a
topological space X, which is assumed to be first countable. If we focus for brevity on a single data
point (u€,u”) € L2(Q)xL*(Q), with u¢ and u” the clean and noisy images (see Section 7.2 for larger
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data sets), the bi-level optimization problem reads:

(Upper-level) Minimize Z(A) = u}?lg |[w — uc||iz(Q) over A € A,
A
(Lower-level) K) := arg min 7, (u),
uel?(Q)
where J)(u) := ||lu — u’7||i2(9) + R (u) is the reconstruction functional.

Our approach for studying this general bi-level learning scheme relies on asymptotic tools from
the calculus of variations. We define a suitable notion of stability for the lower-level problems
that requires the family of functionals {7} } 1ca to be closed under taking I'-limits; see [49, 80] for
a comprehensive introduction on I'-convergence. Since I'-convergence ensures the convergence
of sequences of minimizers, one can conclude that, in the presence of stability, the upper-level
functional Z admits a minimizer (Theorem 7.2.3).

A different strategy is required to obtain the existence of solutions when stability fails. Espe-
cially relevant here is the case of real-valued parameters when box constraints are disposed of and
non-closed intervals A are considered; clearly, stability is then lost for the simple fact that a se-
quence of parameters can converge to the boundary of A. To overcome this issue, we propose a
natural extension Z : A — [0, co] of Z, now defined on the closure of our parameter domain, and
identified via I'-convergence of the lower-level functionals. Precisely,

(Upper-level) Minimize Z(}) := inf ||lw - uc||i2(Q) over A € A,
weK )
(Lower-level) K, := argmin J,(u),
uel?(Q)

where the functionals 7 : L(Q) — [0, o] are characterized as L?-weak I'-limits (if they exist) of
functionals J)s with A’ — A. To justify the choice of this particular extension, we derive an intrinsic
connection with relaxation theory in the calculus of variations (for an introduction, see, e.g., [75,
Chapter 9] and the references therein). Explicitly, the relaxation of the upper-level functional Z is
given by its lower semicontinuous envelope (after the trivial extension to A by o),

T(}) := inf { liminf Z(2) : (M) © A A — A in K} for A € A,

This relaxed version of Z has the desirable property that it admits a minimizer (if A is compact) and
minimizing sequences of Z have subsequences that converge to an optimal parameter of 7", Our
main theoretical result (Theorem 7.2.5) shows that the extension Z coincides with the relaxation
7 under suitable assumptions and therefore inherits the same properties (cf. Corollary 7.2.8).

Besides the generic conditions that each R is weakly lower semicontinuous and has non-empty
domain (see (H)), which ensure that 7, possesses a minimizer, we work under two main assump-
tions:

(i) The Mosco-convergence of the regularizers, i.e., I'-convergence with respect to the strong
and weak L-topology, and

(ii) the uniqueness of minimizers of 7, for A € A \ A.

We demonstrate in Example 7.2.7 that these assumptions are in fact optimal. Due to (i), the I'-limits
T preserve the additive decomposition into the L?-fidelity term and a regularizer, and coincide
with 7; inside A. As a consequence of the latter, it follows that Z = Z in A, making Z a true
extension of Z. For the parameter values at the boundary, 1 € A \ A, however, the regularizers
present in 7, can have a completely different structure from the family of regularizers { R} 1 that
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we initially started with. When the optimal parameter of the extended problem is attained inside
A, one recovers instead a solution to the original training scheme, yielding structure preservation.
For a discussion on related results in the context of optimal control problems [40, 55,56], we refer
to the end of Section 7.2.

To demonstrate the applicability of our abstract framework, we investigate a quartet of prac-
tically relevant scenarios with families of nonlocal regularizers that induce qualitatively different
structural changes; namely, learning the optimal weight, varying the amount of nonlocality, opti-
mizing the integrability exponent, and tuning the fractional parameter. More precisely, in all these
four applications, our starting point is a non-closed real interval A C [—o0, o0] and we seek to de-
termine the extension Z on the closed interval A, which admits a minimizer by the theory outlined
above. The first step is to calculate the Mosco-limits of the regularizers, which reveals the type of
structural change occurring at the boundary points. Subsequently, we study for which training sets
of clean and noisy images the optimal parameters are attained either inside A or at the edges. In two
cases, we determine explicit analytic conditions on the data that guarantee structure preservation
for the optimization process.

The first setting involves a rather general nonlocal regularizer R : L2(Q) — [0, co] multiplied
by a weight parameter @ in A = (0,0). Inside the domain, we observe structural stability as
70: = Jq for all @ € A; in contrast, the regularization disappears when @ = 0 and forces the
solutions to be constant when o = co. Moreover, we derive sufficient conditions in terms of the
data that prevent the optimal parameter from being attained at the boundary points; for a single

data point (u€, u"), they specify to
][ u" dx —u°
Q

see Theorem 7.3.2. Notice that the first of these two conditions is comparable to the one in [87,
Eq. (10)] and shows positivity of optimal weights.

Inspired by the use of different L?-norms in image processing, such as in the form of quadratic,
TV, and Lipschitz regularization [176, Section 4], we focus our second case on the integrability
exponent of nonlocal regularizers of double-integral type; precisely, functionals of the form

2

5

Ru) < R(u") and |u”- uclliz(Q) <
L3(Q)

1/p
Rp(u) = (m [ [reuueuw acdy)  forpensiie),

with a suitable f : Q X Q X R X R — [0, 00). Possible choices for the integrand f include bounded
functions or functions of difference-quotient type. We prove stability of the lower-level problem in
A, and determine the Mosco-limit for p — oo via LP-approximation techniques as in [61,139]. In
particular, we show that it is given by a double-supremal functional of the form

Reo(u) = ess SUP (1) eQxQ fey,ulx), u(y)).

In order to see how this structural change affects the image reconstruction, we highlight examples
of training data for which the supremal regularizer performs better or worse than the integral
counterparts.

As a third application, we consider two families of nonlocal regularizers {Rs}sea with A =
(0, 00), which were introduced by Aubert & Kornprobst [21] and Brezis & Nguyen in [53], respec-
tively, and are closely related to nonlocal filters frequently used in image processing. The parameter
6 reflects the amount of nonlocality in the regularizer. It is known that the functionals R s tend, as
é — 0, to a multiple of the total variation in the sense of I'-convergence. Based on these results,
we prove in both cases that the reconstruction functional of our bi-level optimization scheme turns
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into the classical TV-denoising model when 6 = 0, whereas the regularization vanishes at the other
boundary value, § = co. As such, the extended bi-level schemes encode simultaneously nonlocal
and total variation regularizations. We round off the discussion by presenting some instances of
training data where the optimal parameters are attained either at the boundary or in the interior
of A.

Our final bi-level optimization problem features a different type of nonlocality arising from
fractional operators; to be precise, we consider, in the same spirit as in [12], the L%-norm of the
spectral fractional Laplacian as a regularizer. The parameter of interest here is the order s/2 of
the fractional Laplacian, which is taken in the fractional range s € A = (0,1). At the values
s = 0 and s = 1, we recover local models with regularizers equal to the L?-norm of the function
and its gradient, respectively. Thus, one expects the fractional model to perform better than the
two local extremes. We quantify this presumption by deriving analytic conditions in terms of the
eigenfunctions and eigenvalues of the classical Laplacian on Q ensuring the optimal parameters to
be attained in the truly fractional regime. These conditions on the training data are established by
proving and exploiting the differentiability of the extended upper-level functional Z.

For completeness, we mention that practically relevant scenarios when A is a topological space
include those in which the reconstruction parameters are space-dependent, and thus described by
functions. The analysis of this class of applications is left open for future investigations.

The outline of the paper is as follows. In Section 7.2, we present the general abstract bi-level
framework, and prove the results regarding the existence of optimal parameters and the two types
of extensions of bi-level optimization schemes. Sections 3-6 then deal with the four different, prac-
tically relevant applications mentioned in the previous paragraph. As a note, we point out that they
are each presented in a self-contained way, allowing the readers to move directly to the sections
that correspond best to their interests.

7.2 Establishing the unified framework

Let Q c R" be an open bounded set, and let

N
U(uj., ul) ¢ LA(Q) x L*(Q), NeN,
j=1

be a set of available square-integrable training data, where each u] represents a clean image and

u? a distorted version thereof, which can be obtained, for instance, by applying some noise to

u?. These data are collected in the vector-valued functions u® = (uf,...,uy) € L?(Q;RN) and
(" n 2(0. RN : 2 _ vN 2

ul = (uy,...,uy) € L°(RY). As for notation, ||U||L2(Q;RN) = Zj:1||vj||L2(Q) stands for the

L?-norm of a function v € L?(Q; RN).
To reconstruct each damaged image, u?, we consider denoising models that consist of a sim-

ple fidelity term and a (possibly nonlocal) regularizer; precisely, we minimize functionals 7 ; :
L?(Q) — [0, 0] of the form

Tnjw) = |lu- u;.]||iz(9) + R, (u), uel*Q), (7.1)

where the regularizer R : L*(Q) — [0,00], with DomR; = {v € L*(Q) : Ry(u) < o}, is a
(possibly nonlocal) functional parametrized over A € A with A a subset of a topological space X
satisfying the first axiom of countability. Throughout the paper, we always assume that for every
A € A, we have

(H)

Dom R, is non-empty,
R, is weakly L?-lower semicontinuous.
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Observe that the functionals 7 ; then have a minimizer by the direct method in the calculus of
variations.

The result of the reconstruction process, meaning the quality of the reconstructed image re-
sulting as a minimizer of (7.1), is known to depend on the choice of the regularizing term R ;. Our
goal is to set up a training scheme that is able to learn how to select a “good” parameter A within a
corresponding given family {RR} e of regularizers. Here, as briefly described in the Introduction
for the single data point case (N = 1), we follow the approach introduced in [87, 88] in the spirit
of machine learning optimization schemes, where training the regularization term means to solve
the nested variational problem

over A € A,

o s s €112
(Upper-level) Minimize Z(A) = nglgﬂw u ”LZ(Q;RN)

(Lower-level) Ky = {w e L*(Q;RN) : w; € argmin Jj ; (u) forall j € {1,..., N}, ™
J g J
uel?(Q)

with 7 ; as in (7.1). Notice that K # () because for all j € {1,..., N}, we have
Ky j = argmin,c;2(q)Jp,;(u) # 0 (7.2)

by Assumption (H).
To study the training scheme (7), we start by introducing a notion of weak L?-stability for the
family {7)}1ea, with

T = (Tats- - Jan) - LH(Q) — [0,00]N for A € A. (7.3)

This notion relies on the concept of I'-convergence and is related to the notion of (weak) stability
as in [135, Definition 2.3], which is defined in terms of minimizers of the lower-level problem.

Definition 7.2.1 (Weak L2-stability). The family in (7.3) is called weakly L*-stable if for every
sequence (Ax)r C A such that (J), ;)x T-converges with respect to the weak L*-topology for all j €
{1,..., N}, there exists A € A such that

[(w-L?)- klim i = Tnj
forallje{1,...,N}.

Before proceeding, we briefly recall the definition and some properties of I'-convergence in the
setting relevant to us; for more on this topic, see [49,80] for instance.

Definition 7.2.2 (T- and Mosco-convergence). Let Fi : L*(Q) — [0,00] fork € N and F :
L2(Q) — [0, 00] be functionals. The sequence (Fi)x (sequentially) T-converges to F with respect to
the weak L-topology, written F = T'(w-L?)-limy_, o, F, if:

« (Liminf inequality) For every sequence (ux)r C L*(Q) and u € L*(Q) withux — u in L*(Q),
it holds that
F(u) < liin inf Fy (ug).

« (Limsup inequality) For every u € L*(Q), there exists a sequence (ux)r C L?(Q) such that
ur — u in L>(Q) and
F(u) > lim sup Fy (ug).
k—o0
The sequence (Fy )y converges in the sense of Mosco-convergence in L?(Q) to F, written F = Mosc(L?)-
limy_,co F, if; in addition, the limsup inequality can be realised by a sequence converging strongly in
L2(Q).
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If the liminf inequality holds, then the sequence from the limsup inequality automatically sat-
isfies limg_,o Fr(ur) = F(u), and is therefore often called a recovery sequence. We note that
the above sequential definition of I'-convergence coincides with the topological definition [80,
Proposition 8.10] for equi-coercive sequences (Fi), ie., Fx = ¥ for all k € N and for some
¥ L2(Q) — [0,00] with ¥(u) — oo as lullp2(q) — oo. In particular, the theory implies that
the T-limit F is (sequentially) L?>-weakly lower semicontinuous. The I'-convergence has the key
property of yielding the convergence of solutions (if they exist) to those of the limit problem,
which makes it a suitable notion of variational convergence. Precisely, if uy is a minimizer of
Fi for all k € N and u a cluster point of the sequence (ux)g, then u is a minimizer of F and
miny2q) Fx = Fr(ux) — F(u) = minjz(q) F, see [80, Corollary 7.20]. Notice that the existence
of cluster points is implied by the assumption of equi-coercivity. In the special case when (Fy)x
is a constant sequence of functionals, say Fx = G for all k € N, the I'-limit corresponds to the
relaxation of G, i.e., its L?-weakly lower semicontinuous envelope. Observe that replacing each Fy
by its relaxation does not affect the I'-limit of (F)x, see [80, Proposition 6.11].

As we discuss next, weak L%-stability provides existence of solutions to the training scheme
(7). We note that the family of functionals {7 }1ca as in (7.3) is equi-coercive in a componentwise
sense.

Theorem 7.2.3. Let 7 : L2(Q) — [0,00]" be given by (7.3) for each A € A. If the family { T3} ea
is weakly L?-stable, then T in (T) has a minimizer.

Proof. The statement follows directly from the direct method and the classical properties of I'-
convergence.

Let (Ax)r C A be a minimizing sequence for Z. Then, for each k € N, there is wy € K, such
that

Tim [lwe = 4l v, = inf Z(). (7.4)
In particular, (wy) is uniformly bounded in L?(Q; R™N); hence, extracting a subsequence if neces-
sary, one may assume that wy — w in L?(Q;R"N) as k — oo for some w € L?(Q;RY). Using the
equi-coercivity, we apply the compactness result for I'-limits [80, Corollary 8.12] to find a further
subsequence of (A )x (not relabeled) such that (7, ;)x I'(w-L?)-converges for all j € {1,..., N}.
Consequently, by the weak L*-stability assumption and the properties of I'-convergence on mini-

mizing sequences, there exists A € A such that w € Kj3. Then, along with (7.4),

I < |lw-u < lim infl|wy - u °|I? = inf 7(}) < ),

cl2
”LZ(Q;RN) LZ(Q;RN) —

which finishes the proof. ]

Remark 7.2.4. We give a simple counterexample to illustrate that minimizers for 7 may not exist
in general. Take A = (0,00) C R, a single data point (u¢,u”) with u¢ = u7 # 0, and R (u) =
/1||u||L2 @ for A € A. Then, J3(u) = ||u—u”||iz(9)+/1||u||i2(g) foru € L>(Q)and K = {u"/(1+1)} =
{u/(1+ M)}, so that

/1 2
cl2
I(A) = (1 +/1) ||u ”LZ(Q)’

which does not have a minimizer on A = (0, o). By the previous theorem, the family must fail to
be weakly L?-stable. Indeed, I'(w-L?)-lim,_,o J, coincides with the pointwise limit and is equal to
2 . .

|l - u,7||L2(Q), which is not an element of {7} } ¢ (0,00)- A
Theorem 7.2.3 is useful in many situations, including the basic case when the parameter set A

is a compact real interval. However, weak L?-stability is not always guaranteed, as Remark 7.2.4
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illustrates. If, for instance, we have a sequence (A)x converging to a point in X outside A, then
there is no reason to expect that

I'(w-L?)- lim Jy, 5= Tnj

holds for some A € A.

To overcome this issue and provide a more general existence framework, we will look at a
suitable replacement of the bi-level scheme. In the following, we denote by A the closure of A and
suppose that for each j € {1,...,N} and A € A, the T-limits

Taj =T (w-L%)- lim. Ty (7.5)
exist, where A’ takes values on an arbitrary sequence in A. We further set
Tr= (Tt Tan) : A — [0,00]V.

Based on these definitions, we introduce Z : A — [0, co] as the extension of the upper level
functional Z given by

Z(2) = min [lw - u°||

wekK )

iZ(Q;RN)’ (76)

where K&j = argminueLz(Q)y,U(u) and K := I?/u X E,l,z X+ X f;LN for A € A. Observe that
I_</1, ; is L?>-weakly closed because the functional 7,1, »as aT'(w-L?)-limit by (7.5), is L?-weakly lower
semicontinuous. Hence, the minimum in the definition of 7 is actually attained. Notice that taking
constant sequences in the parameter space in (7.5) and using the weak lower semicontinuity of the
regularizers R in (H), we conclude that J 1 coincides with J; whenever A € A. In that sense, we
can think of {7} 2 as the extension of the family {7} },ca to the closure of A.

All together, this leads to the extended bi-level problem

(Upper-level) Minimize Z(1) := 5;211_? [|lw— uC”iZ(Q;RN) over A € A,
A —
_ — (T)
(Lower-level) K, = {w e L2(Q;RN) . wj € argmin J, ;(u) forall j € {1,.. N}}
uel?(Q)

The theorem below compares the extended upper level functional 7 with the relaxation of 7
(after trivial extension to A by o), that is, with its lower semicontinuous envelope Z% : A — [0, o]
given by

7™(2) = inf { lilgn inf (M) : (Ak)k € A, Ak — Ain A} (7.7)
As we will see, the key assumption to obtain the equality between Z and Z%* is the Mosco-convergence

of the family of regularizers in (7.9), which is stronger than the I'-convergence of the reconstruction
functionals in (7.5). It even implies the Mosco-convergence

7/1,j = Mosc(Lz)—/’llim)L Ty

and, in this case, the limit passage can be performed additively in the fidelity and regularizing term;
thus, for all j € {1,..., N}, we have

7A,J-(u) =||lu- u;.7||L2(Q) + Ry (u) for u € L*(Q). (7.8)
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Theorem 7.2.5. Consider the bi-level optimization problems (T) and (T), assume (7.5), and recall
the definitions in (7.6) and (7.7). Suppose in addition that

(i) the Mosco-limits

Ry = Mosc(Lz)—/’\Lllim/1 Ry (7.9)

exist for each A € A, with A’ taking values on sequences in A, and
(ii) K, is a singleton for every A € A\ A.

Then, the extension I of I to the closure A coincides with the relaxation of Z, i.e., T = T™ on A.

Proof. To show that T < I we take A € A and let (A;)r € A with Az — A in A be an admissible
sequence for 7" (1) in (7.7). We may even assume that co > liminfy_,c Z(Ax) = limg_,e0 Z(Ag).
Then, recalling (7.2) and fixing § > 0, we can find wy € K}, such that

kli_r)rgol'(/lk) > h;{iior;fllwk - uC||i2(Q;RN) - 0.

In particular, (wg)x is uniformly bounded in L?(Q; RY), which allows us to extract an L-weakly
converging subsequence (not relabeled) with limit w € L2(Q;RY). By the properties of I'-conver-
gence on cluster points of minimizing sequences recalled above (see also [80, Corollary 7.20]), we
infer from (7.5) that w; € argmin, c;2(q)J2;(u) for all j € {1,---,N}; in other words, w € Kj.
Thus,

lim () 2 19 - w1l g n) =8 2 T() 5.
By letting § — 0 first, and then taking the infimum over all admissible sequences for 7 (1) in (7.7),
it follows that Z(1) < Z™(2).

To prove the reverse inequality, we start by recalling that for 1 € A, J is weakly L?-lower
semicontinuous by Assumption (H); thus, (2.5) yields 7, = J; for A € A. Consequently, Z(1) =
Z(X) > T™(2) for A € A. We are then left to consider A € A \ A and find a sequence (A;)r € A
converging to A in A and satisfying liminfy_,., Z(Ax) < Z(A). To that end, take any (A¢)r € A
with Az — Ain A, and let wy € Kj, for k € N. Recalling (ii), denote by wy = (wy1,...,WiN)
the unique element in K;. Then, using (7.5) and the equi-coercivity of (73)1eca, We obtain by the
theory of T'-convergence (see [80, Corollary 7.24]) that (wg)x converges weakly in L2(Q;RN) to
wj,; moreover, it holds for all j € {1,..., N} that

jlk,j(wk,j) 4 7/151'(1411’]') as k — 00, (710)

The following shows that (wg)x converges even strongly in L?(Q;RY). Indeed, fixing j €

{1,..., N}, we infer from (7.10) along with the Mosco-convergence of the regularizers in (i) and (7.8)
that

2 = - .
||W/1,j - u;?”LZ(Q) + R)\.(W)].,j) = jl,j(w)\.,j) = hm j).k,j(wk,j)
k—o0

o 2
= Jm [l = 45l o) +RM(W’<J)]

> lim sup||wy ; — u?lliz(g) +Ra(wa;).
k—o0
n
Hence, |lwy,; —u; ||

> lim supy_, . ||wk j — u;? I which together with the weak lower semi-

2 2
12(Q) 12(Q)’

continuity of the L2-norm yields

. 2 _ 12 .
Jim [fwiej = ujll20) = Iwas = 111 )
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thus, wi — w; strongly in L2(Q; R"N) using the combination of weak convergence and convergence
of norms by the Radon—Riesz property. With this, we finally conclude that

=Z(2),

min [[w — u°||
weK )

— _ €112 — 2
- ”WA u ||L2(Q;RN) - LZ(Q;RN)

.. . cn2
h/l?lgolfzuk) < h]?llo?f”wk -u ”LZ(Q;RN)

finishing the proof. O

Remark 7.2.6. By inspecting the proof, it becomes clear that the estimate 7 < Z" holds with-
out the additional assumptions (i) and (ii) from the previous theorem; in other words, Z always
provides a lower bound for the relaxation of Z. A

The identity 7 =71 may fail if either of the assumptions (i) or (ii) in Theorem 7.2.5 is dropped
as the following example shows.

Example 7.2.7. a) To see why (i) is necessary, consider A = (0, 1], a single data point (u€, u")
with u¢ = 4" = 0, and

1 .
Ry= X”' —ullfeq  withoy =0(-/4) € L(Q)

for a givenv € L™ (R") with the properties that v is (0, 1)"-periodic, v € {1, 1} almost everywhere,
and /(0 1yn 0 dx = 0. Under these specifications, the T-limits [7; = I'(w-L?)-limy _,) Jy (cf. (7.5)
and (7.1)) exist and are given by

+ 3llu - U/1||i2(Q) for A € (0, 1],

2
Ta(u) = {”u””(m (7.11)

12| + X0y (u) for A =0,

where yr denotes the indicator function of a set E C L%(Q), i.e.,

0 ifuckE
= ’ f LA(Q).
xe(w) {oo ifugkE, oru € LY(Q)

The non-trivial case is when A = 0. In this case, we observe that we can take (vy/)y as a
recovery sequence for u = 0 because it converges weakly in L?(Q) as A’ — 0 to /(0 1yn 0 dx =0
by the Riemann-Lebesgue lemma for periodically oscillating sequences. For the liminf inequality,
let uy — uas A’ — 0 and suppose without loss of generality that sup;, Ry (uy) < oco. Then,
uy = vy +ry withry — 0in L?(Q) as A’ — 0, which implies u = 0 and, recalling that v € {-1,1}
almost everywhere,

.. . 2 : 2 7
’ ’ > ’ ’ = ’ = =
liminf 7y (uy) 2 lim llow + 7l ) = lim [lox [z q) =191 = To(0),

which completes the proof of (7.11) when A = 0.
In view of (7.11), one can now read off that K3 = K, = {v3/(1+ 1)} for A € (0,1] and K, = {0}.
In particular, condition (ii) on the uniqueness of minimizers of the extended lower-level problem
is fulfilled here. Hence,
1

T(A) = (m)2|g| (7.12)

for A € (0,1], and
L Vil ifae (o]
7()) = (133) 10 ifre
0 ifA=0
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for A € [0, 1]. It is immediate to see from (7.12) that
Z(0) = 0 < |Q] = Z%(0).

Notice that this example hinges on the fact that the minimizers v, /(1 + A) only converge weakly
as A — 0, which, in view of the proof of Theorem 7.2.5, implies that the family of regularizers
{R2}2ea does not Mosco-converge in L2(Q) in the sense of (7.9), thus failing to satisfy (i).
b) For the necessity of (ii), consider A = (0, 1], a single data point (u, u") with u¢ = 0 and
2 _
”u’]“Lz(Q) - 1; and
A ifu=0,

R =
A(w) {1 ifu #0.

While it is straightforward to check that condition (i) in Theorem 7.2.5 regarding the Mosco-limits
of {R)})en is satisfied with
— A ifu=0,
R -
1) {1 if u 0
for A € [0, 1], which clearly coincides with R; for 1 € A = (0,1], condition (ii) fails. Indeed, it
follows from (7.8) that 7, (u") = R (u") = 1 and J,(0) = ||u’7||iz(g) +A=1+Aforall A € [0,1].

Consequently, for A € (0, 1], we have J = Jjy and u" is its unique minimizer; in contrast, for A = 0,
J o has two minimizers, namely Ky = {u”,0} = {u”, u“}. Finally, we observe that the conclusion of
Theorem 7.2.5 fails here because

Z(0)=0 and Z(A) = ||uf - u'7||i2 =1 forall A € (0,1],

(@)
which yields Z(0) = 0 < 1 = Z™(0).

The following result is a direct consequence of Theorem 7.2.5 and standard properties of relax-
ation.

Corollary 7.2.8. Under the assumptions of Theorem 7.2.5 and if A is compact, it holds that:
(i) The extension Z has at least one minimizer and

minZ = inf Z.
A A

(ii) Any minimizing sequence (Ax)r C A of T converges up to subsequence to a minimizer A € A
of L.

(iii) IfA € A minimizesZ, then A is also a minimizer of L.

We conclude this section on the theoretical framework with a brief comparison with related
works on optimal control problems. By setting K = {(w,1) € L%(Q) x A : w € K,}, the bi-level
optimization problem (7°) can be equivalently rephrased into minimizing

() = llu=ulfs ) + xx(@w A, (wA) € L(Q) XA
as a functional of two variables; observe that

Z(A) = inf T(w,A).
weL?(Q)
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Similar functionals and their relaxations have been studied in the literature, including [40, 55, 56].
Especially the paper [40] by Belloni, Buttazzo, & Freddi, where the authors propose to extend the
control space to its closure and find a description of the relaxed optimal control problem, shares
many parallels with our results. Apart from some differences in the assumptions and abstract set-
up, the main reason why their results are not applicable here is the continuity condition of the cost
functional with respect to the state variable [40, Eq. (2.11)]. In our setting, this would translate into
weak continuity of the L?-norm, which is clearly false. The argument in the proof of Theorem 7.2.5
exploiting the Mosco-convergence of the regularizers (see (7.9)) is precisely what circumvents this
issue.

7.3 Learning the optimal weight of the regularization term

In this section, we study the optimization of a weight factor, often called tuning parameter, in
front of a fixed regularization term. Such tuning parameters are typically employed in practical
implementations of variational denoising models to adjust the best level of regularization. This
setting constitutes a simple, yet non-trivial, application of our general theory and therefore helps
to exemplify the abstract results from the previous section.

As above, Q C R™ is a bounded open set and u¢, u” € L?(Q; RY) are the given data representing
pairs of clean and noisy images. We take A = (0, o) describing the range of a weight factor and,
to distinguish the various parameters throughout this paper, denote by « an arbitrary point in

A = [0, 00]. For a fixed map R : L?(Q2) — [0, oo] with the properties that

(H1,) R is convex, vanishes exactly on constant functions, and Dom R is dense in L(Q),

(H2,) R is lower semicontinuous on L?(Q),

we define the weighted regularizers
Ra=aR for a € (0, ). (7.13)

Note that (H1,) and (H2,) imply that the family {Rq}qe(0,c0) satisfies (H) because convexity and
lower semicontinuity yield weak lower semicontinuity, making this setting match with the frame-
work of Section 7.2.

Following the definition of the training scheme (7), we introduce here for ¢ € (0,0) and
j €{1,..., N} the reconstruction functionals

Tag@) = u =l + Ra(w)  foru e L*(Q),
cf. (7.1), and consider accordingly the upper level functional Z : (0, c0) — [0, o) given by

I(a) = inf [lw -

o

uC||iZ(Q;RN) fOI' ae (O: OO), (714)

with K; = Kg1 X ... X Ky Ny and K j = arg min, ¢ 2(q) Ja,j(u), cf. (7.2). Further, the following

set of hypotheses on the training data will play a crucial role for our main result in this section
(Theorem 7.3.2):

(H3,) It holds that

N N
DR < > R(u);
= =
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(H4,) the data u" and u® satisfy

|u” — uC”iZ(Q.RN) < Hfu” dx —u°
’ Q

Remark 7.3.1 (Discussion of the hypotheses (H1,)-(H4,)). a) Note that (H1,) implies that
the set of minimizers for the reconstruction functionals, K,, has cardinality one, owing to the
convexity of R and the strict convexity of the fidelity term, considering also that J,; # . In
the following, we write w(®) = (wl(a), .. .,wl(\f’)) € L*(Q;RY) for the single element of K, i.e.,
K, = {w(“)}.

b) An example of a nonlocal regularizer satisfying (H1,) and (H2,) is

2

L2(Q;RN)

R(u) := /Q /Q a(x,y) g(u(x) — u(y)) dx dy foru € L*(Q),

where g : R — [0, ) is a convex function such that g71(0) = {0} and a : Q x Q — [0,00] is a
suitable kernel ensuring that C;°(Q) c DomR. As an explicit choice, one can take g(t) = t? for
t € Rand a(x,y) = |y — x| "% for x, y € Q with some s € (0,1) and p > 1, which corresponds to
a fractional Sobolev regularization.

c¢) Assumption (H3,) asserts that the regularizer penalizes the noisy images more than the clean
ones on average. This is a natural condition because any good regularizer should reflect the prior
knowledge on the training data, favoring the clean images.

d) The second condition on the data, (H4,), means that the noisy image lies closer to the clean
image than its mean value, which can be considered a reasonable assumption in the case of moderate
noise and a non-trivial ground truth. Indeed, suppose the noise is bounded by ||u7 — uj|| 2 <6
forall j € {1,..., N} and some § > 0; then, (H4,) is satisfied if

C C
Hfz@ dx—uj
Q

5(1+1Q|72) forall j € {1,...N}

12(Q)
because
H][ u”? dx —uS ¥ Hfu dx —u Hf(u —u
Tz () LZ(Q) LZ(Q)
> 8(1+19172) = 19|72 |u - uSl|12(a)
262 ”uj = uillr2 ()
where the second inequality is due to Jensen’s inequality. A

Next, we prove that the assumptions (H1,)-(H4,) on the regularization term and on the training
set give rise to optimal weight parameters that stay away from the extremal regimes, @ = 0 and
a = oo. Thus, in this case, the bi-level parameter optimization procedure preserves the structure of
the original denoising model.

Theorem 7.3.2 (Structure preservation). Suppose that (H1,)-(H4,) hold. Then, the learning
scheme corresponding to the minimization of Z in (7.14) admits a solution & € (0, o).

A related statement in the same spirit can be found in [87, Theorem 1], although some of the
details of the proof were not entirely clear to us. Our proof of Theorem 7.3.2 is based on a different
approach and hinges on the following two lemmas, the first of which determines the Mosco-limits
of the regularizers, and thereby provides an explicit formula of the extension Z of Z as introduced
in (7.6).
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Proposition 7.3.3 (Mosco-convergence of the regularizer). Let R : L*(Q) — [0, 0] satisfy
(H1g) and (H2,), and let {Ry}ae(0,00) be as in (7.13). Then,

Reo  fora € (0,00),
R = Mosc(L?)- lim Ry =40 fora =0, (7.15)
a —a

Xc fora = oo,
for a € [0, 0], where yc is the indicator function of C := {u € L*(Q) : u is constant}.

Proof. Using standard arguments, we show that the Mosco-limit of (R, )« exists for every sequence
(ax ) of positive real numbers with o — a € [0, o], and corresponds to the right hand side of
(7.15).

Case 1: ¢ € (0,0). Using (H2,) for the liminf inequality and a constant recovery sequence for
the upper bound, we conclude that the Mosco-limit of (R, )i coincides with R,.

Case 2: a = 0. The liminf inequality is trivial. For the recovery sequence, take u € L?(Q) and
let (ux)r € Dom R converge strongly to u in L?(Q), which is feasible due to (H1,). By possibly
repeating certain entries of the sequence (ux)i (not relabeled), one can slowdown the speed at
which R (ux) potentially blows up and assume that o R(ug) — 0 as k — oo. Thus,

klim Ry (ur) = klim arR(ux) = 0.

Case 3: ¢ = oo. The limsup inequality follows by choosing constant recovery sequences. For the
proof of the lower bound, consider uy — u in L?(Q) with r := supycn @R (k) = suprey Ry (uk) <
0. Then, along with the weak lower semicontinuity of R (see Remark 7.3.1 a)),

R(u) < liminf R(u) < lim — = 0.
k—o0 k—co O

This shows that R(u) = 0, which implies by the assumption on the zero level set of R in (H1,) that
u is constant, i.e.,, u € C. O

As a consequence of the previous proposition, we deduce that the extension Z : A — [0, o] of
7 in the sense of (7.6) can be explicitly determined as

Z(a) for a € (0, ),
— n _ ,C|2 —
I(O[) — ||u u ”LZ(Q;RN) fOI’ a = 0’ (716)
2
‘ ul dx —u° for o = o0.
Q L2(Q;RN)

Indeed, a straight-forward calculation of the unique componentwise minimizer of the extended
reconstruction functionals 7, at the boundary points & = 0 and & = oo leads to

Ko={u"} and Ku= {][u” dx}.
Q

Since the assumptions (i) and (ii) of Theorem 7.2.5 are satisfied, Z coincides with the relaxation Z".
By Corollary 7.2.8 (i), Z attains its minimum at some @ € [0, c]. The degenerate cases @ € {0, o}
cannot be excluded a priori, but the next lemma shows that the minimum is attained in the interior
(0, 00) under suitable assumptions on the training data.

Lemma 7.3.4. Suppose that(H1,) and (H2,,) hold, and letK, = {w(®} withw(®) = (wl(“), L WR) €
L%(Q;RN) for a € (0, 0), cf. Remark 7.3.1a).
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(i) Under the additional assumption (H3,), there exists a € (0, c0) such that

lw® — | < Jlu” —uf|

2 2
L2(QRN) L2(QRN)

(ii) Under the additional assumption (H4,), there exists ay € (0, c0) such that, for all a € (0, ap),

lw(® —uf))?, < H ][ u” dx —u
L2(QRN) o

2
. 7.17
LZ(Q;RN) ( )

Proof. We start by providing two useful auxiliary results about the asymptotic behavior of the
reconstruction vector w® as « tends to zero; precisely,

lirr%)llw(“) —u||2(qrNy =0 and lin% R(wj(.a)) = R(u;.]) for every j € {1,...,N}. (7.18)
a— a—

Fix j € {1,...,N} and let (ag)r C (0,0) be such that o — 0 as k — oo. Take u € Dom R with

||u — u;7|| ¢ for some ¢ > 0, which is possible by (H1,). Then, the minimality of w](.ak ) for

2
12() =
Jey,j yields

1w = w112, ) < Ty WI™) < T () = = 6?22 ) + @k R(w) < £+ R (w).

Since R(u) < oo, we find

lim sup [|w{™) - u?||2, ) < e,

k—oo /
which proves the first part of (7.18) due to the arbitrariness of ¢. Exploiting the minimality of w}a)
for 7, ; again with a € (0, o) entails

aR(wi™) = Ra (W) < T j(wi™) < T (u]) = Ra(u]) = aR(u]);

hence, R(w}a)) < R(u;’) and, together with the first part of (7.18) and the lower semicontinuity of
R by (H2,), it follows then that

R(u") > limsup R (w'™) > lil?linfR(wJ(.“")) > R(ul).

k— o0

Thus, limg R(wj(.ak)) = R(u;?), showing the second part of (7.18).

Regarding (i), we observe that the minimality of wj(.a) for J, ; for any @ € (0,00) and j €

{1,..., N} imposes the necessary condition 0 € 97, j(w](.a)) or, equivalently,

2u = wi?) € MR (W) = adR(w(?),

where C(u) € L?(Q)’ = L%(Q) is the subdifferential of a convex function C : L?(Q) — [0, c0] at
u € L%(Q). Then,

o] = w517 ) = I = 25172 ) = 2] = wi™ i =iz + Iwi =]

> Ra(w!®) = Ra () = a(R(w!™) - R(uS)),

where (-, -)12(q) denotes the standard L?(Q)-inner product. Summing both sides over j € {1,..., N}
results in

N
l[u? - uC”?‘Z(Q;RN) _ ”W(a) _ uC”iz(Q;RN) > aZ(R(w](,“)) — R(ujc))
j=1
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By (H3,) in combination with the second part of (7.18), there exists @y > 0 such that
N Rw ™) > BN R(ue)

for all @ € (0, &), so that choosing @ € (0, @) concludes the proof of (i).

To show (ii), we exploit the first limit in (7.18). Due to (H4,), it follows then for any (ax)x of
positive real numbers with ax — 0 as k — oo that

limsup [lw'™) —u°|| 2 qpny < limsup [w™) —u|| 2 any + 167 = ull 2N
k—o0 k—o0
< H ][ ul dx —u€ ,
Q L2(Q;RN)
which gives rise to (7.17) for all k sufficiently large. m]

Proof of Theorem 7.3.2. Since 7 in (7.16) attains its infimum at a point @ € (0, c0) by Lemma 7.3.4,
we conclude from Corollary 7.2.8 (iii) that @ is also a minimizer of Z. O

Let us finally remark that the assumptions (H3,) and (H4,) on the training data are necessary
to obtain structure preservation in the sense of Theorem 7.3.2.

Remark 7.3.5. To see that (H3,) and (H4,) can generally not be dropped, consider, for example, a
regularizer R : L?(Q) — [0, oo] that satisfies (H1,) and (H2,) and is 2-homogeneous, i.e., R (uu) =
2R (u) for all u € L?(Q) and p € R. With a single, non-constant noisy image u”7 € L?(Q), so that
R(u) # 0, one has for any a € (0, o) that the quadratic polynomial

i Tapu) = (1= P72, g + pRaR(u”),

is not minimized at g = 0 or y = 1 because the derivative with respect to ; does not vanish there.
Hence,

Ta(w' ) < T5(0) and  Ju(w'®) < To(uy).

As a result, it follows that
w(® ¢ {0, u"}.

If we now take u® = 0 and suppose additionally that u” has zero mean value, then Z(a) > 0 for
all @ € (0, ), while clearly Z(co) = 0, that is, the minimum of 7 is only attained at the boundary
point & = co. Similarly, for u¢ = u”, the unique minimizer of 7 is & = 0. A

7.4 Optimal integrability exponents

Here, we study the optimization of an integrability parameter, p, for a fixed nonlocal regularizer.
Our motivation comes from the appearance of different L”-norms in image processing, such as
in quadratic, TV, and Lipschitz regularization [176, Section 4]. We focus on the parameter range
A = [1, 00) with closure A = [1, 0], paying particular attention to the structural change occurring
at p = oo.

Let @ € R" be a bounded Lipschitz domain and consider a function f : QX QXRXR — [0, o)
that is Carathéodory, i.e., measurable in the first two and continuous with respect to the last two
variables, and that satisfies the following bounds and convexity condition:



7.4. OPTIMAL INTEGRABILITY EXPONENTS 225

(H1,) There exist M,5 > 0 and f € [0, 1] such that for all £, { € R, we have

[

floy, &) <M —ﬂ+|§|+|§|+1 fora.e x,y € Q,
lx =yl
and
M—l%_Mgf(x,y,g,g) fora.e. x,y € Q with |[x —y| < 4.
xX—-y

(H2,) fisseparately convex in the second two variables, i.e., f(x,y, -, {) and f(x,y, , -) are convex
fora.e. x,y € Q and every ¢, € R™.

In this setting, we take p € [1, 00) and consider the regularization term R, : L?(Q) — [0, 0]
defined by

1/p

//fp(x, y,u(x),u(y)) dx dy| . (7.19)
oJo

1
|Q x Q|

Rp(u) = (

Remark 7.4.1. a) Since the regularizer R, is invariant under symmetrization, one can assume
without loss of generality that f is symmetric in the sense that f(x,y,& ) = f(y,x,{, &) for all
xyeQand§ e R.

b) Let p, q € [1,0) with p > g. Hélder’s inequality then yields for every u € DomR, = {u €
L*(Q) : Rp(u) < oo} that

(/Q /pr(x, y,u(x), u(y)) dx dy)l/p > |Q % Q|%(/Q /qu(x, y,u(x),u(y)) dx dy)l/q,

which translates into R, (u) > Rq4(u); in particular, Dom R, C DomR,. A

A basic example of a symmetric Carathéodory function f satisfying (H1,) with = 0 and (H2),)
is

fy &) =alx-yIlf-{] forx,yeQand{ {eR,

where a € L*(R") is an even function such that essinfgra > 0. Another example of such a
function f with f = 1in (H1,) is

f(x,y,ff,g):bu forx,ye Qand¢, { € R,

[x =yl
with b > 0; note that for the p > n case, the corresponding regularizer R, is, up to a multiplicative
constant, the Gagliardo semi-norm of the fractional Sobolev space w' s (Q).

Before showing how the framework of Section 7.2 can be applied here, let us first collect and
discuss a few properties of the regularizers R, with p € [1, o). We introduce the notation

3 Ju(x) - u(y)|? R
[U]p,ﬂ = (/Q o W dx dy

to indicate a suitable (p, f)-nonlocal seminorm. Our first lemma shows that the boundedness of
the regularizer R, is equivalent to the simultaneous boundedness of the L”-norm and of the (p, f)-
seminorm.
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Lemma 7.4.2. There exists a constant C > 0, depending on n, p, Q, M, §, and f, such that

lullze (@) < C(Rp(uw) + llullr2(q) + 1), (7.20)
[ulpp < C(Rp(u) + llullr (o) + 1), (7.21)

and
Rp(u) < C([ulpp + luller (o) +1) (7.22)

forallu € L*(Q), and for all p € [1,0).

Proof. Properties (7.20) and (7.21) are direct consequences of the coercivity bound on the double-
integrand f in (H1,). In fact, for (7.20), we use the nonlocal Poincaré inequality in [33, Proposi-
tion 4.2], which also holds for u € L?(Q) via a truncation argument. From the upper bound in
(H1,), we infer (7.22). O

The next result provides a characterization of the domain of R,,.
Lemma 7.4.3. Foranyp € [1, o) there holds
DomTR, = {u e I?(Q)NLY Q) : [u]pp < 00}. (7.23)
If; additionally, fp < n, then
DomR, = LP(Q) N L*(Q).
If, instead, fp > n, then
DomR, = W™ rP(Q) nI*(Q). (7.24)

Proof. By combining (7.20) and (7.21) with (7.22), we deduce (7.23). In the case fip < n, a direct
computation shows that [u], 5 < oo for all u € L?(Q), hence we infer the statement. Property
(7.24) follows by observing that for fp > n, the quantity [u], s corresponds to the Gagliardo semi-

norm of the fractional Sobolev space W‘B_%’p(Q) (cf. e.g. [96]). O

As a consequence of Lemma 7.4.3, we deduce, in particular, that C;°(R") € Dom R, where the
functions in C°(R") are implicitly restricted to Q.

The next lemma shows that any element of the domain of R, can be extended to a function
having compact support and finite (p, f)-seminorm.

Lemma 7.4.4. Letp € [1,00). For anyu € DomR,, thereisau € LP(R") N L%(R™) with compact
support inside some bounded open set Q" with Q c Q" c R" satisfying i = u on Q and

|i(x) —a(y)l?
/, o W dx dy < 00. (725)

Proof. It p > IHJ’ this follows directly from well-established extension results for fractional Sobolev
spaces on Q to those on R” (cf. [96, Theorem 5.4]), considering (7.24). If 1 < fp < n, the map
x > |x — y| PP is no longer integrable at infinity. Property (7.25) follows by minor modifications
to the arguments in [96, Section 5]. O

Elements of the domain of R, can be approximated by sequences of smooth maps with compact
support.
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Lemma 7.4.5. Letp € [1,00). For every u € Dom R, there exists a sequence (u;); C C;°(R") such
thatu; — u in LP(Q) and lim;_,o Ry (u;) = Rp(u) asl — oo,

Proof. Let @ be an extension of u as in Lemma 7.4.3. We define u; = ¢y, * 2 € CZ(R") for [ € N
with (¢¢)e>0 a family of smooth standard mollifiers satisfying 0 < ¢, < 1 and /R" ¢, dx =1, and
whose support lies in the ball centered at the origin and with radius ¢ > 0, supp ¢, C B.(0) c R".
Then, y; — u in LP(Q) and u; — u pointwise a.e. in Q as [ — oco. To show that Lebesgue’s
dominated convergence theorem can be applied, we use the upper bound in (H1,) to derive the

following estimate for any / € N:

lu (x) — wi (y)|?
|x = ylPr

FP (g wi(x), wi(y) < 4P7'MP ( + u ()P + lw ()P +1 (7.26)

for ae. (x,y) € Q X Q. By Jensen’s inequality and Fubini’s theorem,

la(x - 2z) —a(y - 2)|°
[w]? , < / @1/1(2) / / dx dy dz
A |x -y

_ p
LRI
Qi1 4 Qi |x — y|ﬁp

with Q) = {x € R" : d(x,Q) < 1/1}; thus, limsup,_,, [ul]pﬂ < [u]? o p

wise convergence of the mollified sequence gives liminf;_,, [ul]p 5= [u]i 5 by Fatou’s lemma.

Conversely, the a.e. point-

Along with the LP-convergence of (u;);, the upper bound in (7.26) is thus a converging sequence
in L' (Q x Q). This concludes the proof of the lemma. O

Finally, we characterize the weak lower-semicontinuity of the regularizers. We refer to [34,107,
173] for a discussion on sufficient (and necessary) conditions for the weak lower semicontinuity of
inhomogeneous double-integral functionals.

Lemma 7.4.6. Forevery p € [1,0), the regularizer R, is L*-weak lower semicontinuous.

Proof. The statement is an immediate consequence of the nonnegativity of f and (H2,), see e.g. [174,
Theorem 2.5] or [166]. O

Remark 7.4.7. Observe that Lemmas 7.4.3 and 7.4.6 imply in particular that the hypothesis (H)
from Section 7.2 is fulfilled. A

Given a collection of noisy images u”7 € L?(Q;RN) and p € [1,00), we set, for each j €
{1, cee N},

Tp,j(u) = |lu— u;7||iz(Q) +Rp(u) for u € L*(Q),
with K, j := argmin J, ; # 0 since (H) is satisfied. As in (7), we define Z : [1,00) — [0, o0) by

T(p) = inf =l gan, forp € [1.0)
where K, = K;,1 XK 2 X - - X K, N. Next, we prove the Mosco-convergence result that will provide
us with an extension of Z to A = [1, co]. It is an LP-approximation statement in the present nonlocal
setting, which can be obtained from a modification of the arguments by Champion, De Pascale, &
Prinari [61] in the local case, and those by Kreisbeck, Ritorto, & Zappale [139, Theorem 1.3], where
the case of homogeneous double-integrands is studied.
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Proposition 7.4.8 (Mosco-convergence of the regularizers). LetA = [1,00), R, forp € [1,00)
as in (7.19), and suppose that (H1,) and (H2,) are satisfied. Then, for p € A =[1,00],

Rp ifp € [1,00),

R ifp = oo (7.27)

R, = Mosc(L?)- lim R, =
) i= Mosc(L?)- lim R, {

with Reo : L*(Q) — [0, 00] given by

Reo(u) := ess SUP (x,4) eQxQ fCoy,ulx), u(y)).

Proof. To show (7.27), it suffices to show that for every sequence (pix)r C [1,0) converging to
p € [1, 0], (7.27) holds with p’ replaced by pr. We divide the proof into two cases.

Case 1: p € [1,00). For the recovery sequence, consider u € Dom R, and take (u;); C C°(R)
as in Lemma 7.4.5, satisfying u; — u in LP(Q) and R,(u;) — Rp(u) as I — oco. In view of
Lemma 7.4.3, we know that (u;); is contained in Dom R, and DomR,, for all k € N, and we
conclude via Lebesgue’s dominated convergence theorem that

kh—r};lo R (u) = Rp(ul)
for every I € N. Hence,

llim klim Ry (ur) = llim Rp(ur) = Rp(u),
so that one can find a recovery sequence by extracting an appropriate diagonal sequence.

To prove the lower bound, let ux — wu in L?(Q) be such that limg e Rp, (ux) =
liminfy_ Ry, () < o0, and fix s € (1,p) (or s = 1if p = 1). Observe that p; > s for all k

sufficiently large because px — p for k — oo. Then, Remark 7.4.1b) and the weak lower semicon-
tinuity of R according to Lemma 7.4.6 imply that

klim Rpp (ur) = lilgninfRs(uk) > Rs(u).

If s = p = 1 the argument is complete, whereas in the case p > 1, an additional application of
Fatou’s lemma shows liminf; ~, Rs(u) > R, (u), giving rise to the desired liminf inequality.

Case 2: p = oo. That constant sequences serve as recovery sequences results from the obser-
vation that R, (u) — Re(u) as k — oo for all u € Dom Re. The latter is an immediate conse-
quence of classical L?-approximation, i.e., the well-known fact that lim, o ||0]|zr (v) = l|0||L=(v) =
esssup, ..y [0(x)| forallo € L* (V) with V C R™ open and bounded.

To prove the lower bound, we argue via Young measure theory (see, e.g., [112,173] for a general
introduction). Let ux — u in L?(Q), and denote by v = {v,}xcq the Young measure generated by
a (non-relabeled) subsequence of (uy ). The barycenter of [vy] = /R & dvy (&) then coincides with
u(x) for a.e. x € Q. Without loss of generality, one can suppose that co > liminfy_,co Rp, (ur) =
limg 00 Rp, (ux). Recalling Remark 7.4.1b), we have that

klim Rp, (u) = lim inf lilzn inf R (ug). (7.28)
—00 gq—00 —00

On the other hand, with the nonlocal field v, associated with some u : Q — R defined by

vu(x,y) = (u(x),u(y))  for (x,y) € QX Q,
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the statement of [173, Proposition 2.3] allows us to extract a subsequence (v, ) that generates the
Young measure {vy ® Vy}(x,y)eoxq- Hence, a standard result on Young measure lower semiconti-
nuity (see e.g. [112, Section 8.1]) yields

imint Ry() > (o [ [ [ [ ue0) dn® an@ o )"

Letting ¢ — oo, we use classical LP-approximation results and the Jensen’s type inequality for
separately convex functions in [142, Lemma 3.5 (iv)] to conclude that

hcllllio{,lfh;?l,ingq(uk) > €SS SUP (y y)caxO [(vx ® vy)-ess sup(g’g)eRfo(x, y, &, {)]

> esssup(y yycaxa S (U, [vxl, [vy])
= esssup(, yyeaxa f (%Y u(x), u(y)) = Reo (u);
note that (v, ®v,)-ess sup(g)g)eRfo(x, y,& ) =inf{c e R: f(x,y,-,-) < c(vx®vy)-a.e in RxR}.

Finally, the lower bound follows from the previous estimate and (7.28). ]
The above result implies that the reconstruction functional for p = co and j € {1,---,N} is
given by

7oo,j(u) = ||u—u;.7||iz(9) + Roo(u) for u € L2(Q).
Under the additional convexity condition on the given function f : Q X Q@ X R” X R” — R that
(H3p) f is (jointly) level convex in its last two variables,

where level convexity means convexity of the sub-level sets of the function, the supremal functional
R also becomes level convex. In combination with the strict convexity of the fidelity term, the
reconstruction functional J, ; then admits a unique minimizer. Since level convexity is weaker
than convexity, we do not necessarily have that 7}, ; for p € [1, ) is (level) convex, and it may
have multiple minimizers.

If we suppose that f fulfills (H1,)-(H3,), then Theorem 7.2.5 and Proposition 7.4.8 imply that

the extension Z : [1, 0] — [0, o] is given by

_ Z(p) for p € [1,00),
1 ( ) = { (00) _ 12 f —

llw u ||L2(Q;RN) or p = oo,
for p € [1, o], where w(*) denotes the unique componentwise minimizer of .7 . In particular, the
hypothesis (ii) of Theorem 7.2.5 is satisfied, which shows that T is the relaxation of Z and, thus,
admits a minimizer p € A =[1,00].

We conclude this section with a discussion of examples when optimal values of the integrability
exponents are obtained in the interior of the original interval A or at its boundary, respectively. In
one case, the presence of noise causes R to penalize u° more than u”7, while R, for some q € [1, o)
prefers the clean image. This entails that the optimal parameter is attained in A = [1, 00). In the
second case instead, the reconstruction functional for p = co gives back the exact clean image and
outperforms the reconstruction functionals for other parameter values.

Example 7.4.9. a)Llet f = af: QX QXR"xXR" — R, for some a > 0 to be specified later, be a
double-integrand satisfying (H1,), (jointly) convex in the last two variables, and vanishing exactly
on{(x,y, ¢ : x,y € Q, £ € R}. Following (7.19), we set

1/p

1 / / F(x,yu(x),u(y) de dy| = aR,(u)
QJQ

|Q x Q|

Rp(u) = a(
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foru € L*(Q) and p € [1, ).
We further introduce the following two conditions on the given data u”, u¢ € L%(Q; RN):

(H4,) Z;V:l Rq(uj) < Z?]:l Rq(u;?) for some g € [1, 0);
(H5,) 27, Reo(2u] —uS) < L) Reo(u)).

By applying Lemma 7.3.4 (i) from the previous section with R = ﬁq — the conditions (H1,), (H2,),
and (H3,) are immediate to verify in view of Lemma 7.4.3, Lemma 7.4.6, and (H4,) — we can then

deduce for small enough « that f(q) < ||u"-uc “iZ(Q-[RN)’ On the other hand, due to (H5,), the same

lemma can be applied to R = R e with ﬁoo(u) = €SS SUP (. 1) cax0 f(x y, u(x),u(y)) for u € L*(Q)
to find

< |lu" = u€||? (7.29)

lw() = (2u” —u)||} 2 (RN’

L2(Q;RN)

provided « is sufficiently small. The reverse triangle inequality then yields

— 2
T(o0) 2 (|l - (2u" — w1 o

C) HEZ(Q;RN) - 2||u'7

> (W = @u" = u) 7 gy > 14" = w112 mn) > Z(9),
where in the second and third inequality we have used (7.29). This proves that the optimal param-

eter is attained inside [1, ), and, therefore, is also a minimizer of 7.

b) We illustrate a) with a specific example. Consider Q = (0, 1) and let f(x, y, £ 0) = |E-C|/|x—y|
for x, y € Q and ¢, { € R". This leads then to the difference quotient regularizers

1/p
Rp(u) =« (/ /1 lu(Ty)c — zl(pyﬂp dx dy =: aﬁp(u) (7.30)
and
|lu(x) —u(y)|

Roo(u) = cresssup . yye(0,1)2 = aLip(u), (7.31)

lx -y

with Lip(u) denoting the Lipschitz constant of (a representative of) u, which could be infinite.
With the sawtooth function v : [0, 1] — R defined by

x for0 < x < 1/4,
o(x)=9-x+1/2 for 1/4 < x < 3/4,
x-1 for3/4<x <1,

we take a single clean and noisy image given by

0 for0 < x <1/3, 0(3x) for0 < x <1/3,
u(x) =4100(3x —1) for1/3<x<2/3 and u’(x)=3(10-¢e)v(3x—-1) for1/3 <x <2/3,
0 for2/3 <x < 1. v(3x — 2) for2/3 <x <1,

respectively, where ¢ > 0 is small; see Figure 7.1. We observe that u¢ is constant near the boundaries
and only slightly steeper than u” in the middle of the domain. Numerical calculations show that
for small ¢, such as ¢ = 0.1, the estimate Ry(u“) < R2(u"), and hence (H4,) with ¢ = 2, holds;
moreover, (H5,) holds since the clean image has a higher Lipschitz constant than the noisy image
in the sense that

Lip(2u” — u°) = 30 — 6¢ < 30 — 3¢ = Lip(u").
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Figure 7.1: The graphs of the functions u“ and 4" from Example 7.4.9 a) with ¢ = 0.1.

Therefore, we find that for @ > 0 small enough, the optimal parameter lies inside A = [1, 00).

c) If we work with the same regularizers as in b), there are reasonable images for which the
Lipschitz regularizer in (7.31) performs better than the other regularizers in (7.30). Let us consider
with @ > 0 chosen as in b), the images

u(x)=x-1/2 and u"=(1+6a)u’.

Since u” is affine, we can show that the reconstruction with the Lipschitz regularizer is also an
affine function. Indeed, for every other function, one can find an affine function with at most the
same Lipschitz constant without increasing the distance to u” anywhere. This, in combination with
the fact that the images are odd functions with respect to x = 1/2, shows that w(®) is of the form
w(®)(x) = y(x — 1/2) = yu® with y > 0. Due to the optimality of w(*), the constant y has to
minimize the quantity

c : c 1
Iy ="z o)) + aLip(ye) = (v = (1+62))" + ay,

which yields y = 1. Hence, w(®) coincides with the clean image and therefore Z(co) = 0, which
implies that p = oo is the optimal parameter in this case.

7.5 Varying the amount of nonlocality

Next, we study two classes of nonlocal regularizers, Rs with § € A := (0, o), considered by Brezis &
Nguyen [53] and Aubert & Kornprobst [21], respectively, in the context of image processing. In both
cases, we aim at optimizing the parameter § that encodes the amount of nonlocality in the problem.
We mention further that both families of functionals recover the classical TV -reconstruction model
in the limit § — 0, cf. [21,53].

To set the stage for our analysis, consider training data (u, u”) € L?(Q;RM) x L?(Q; RN) and
the reconstruction functionals 7 ; : L*(Q) — [0,00] with§ € Aand j € {1,2,..., N} given by

Toj () = llu = w122 ) + R (w).

After showing that the sets
Ks ;= argmin J5 ;(u). (7.32)
uel?(Q)
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are non-empty for each of the two choices of the regularizers R s, the upper-level functional from
(T) in Section 7.2 becomes

Z:(0,00) > [0,00), Z(6)= lglt; [|w — (7.33)

2
uC”LZ(Q;RN)

with K5 = K51 X K52 X -+ X Ksn. In order to find its extension 7 defined on A = [0, 0], we
determine the Mosco-limits of the regularizers (cf. (7.6) and Theorem 7.2.5). This is the content of
Propositions 7.5.3 and 7.5.5 below, which provide the main results of this section.

7.5.1 Brezis & Nguyen setting

For every & € (0,00) and u € L'(Q), we consider the regularizers

Ryt =t [ [ SN0 gy,

|x — y|n+1

where, following [53], the function ¢ : [0,00) — [0, 00) is assumed to satisfy the following hy-
potheses:

(H1s) ¢ is lower semicontinuous in [0, o) and continuous in [0, o) except at a finite number of
points, where it admits left- and right-side limits;

(H2s) there exists a constant a > 0 such that ¢(t) < min{at?, a} for all t € [0, o);

(H3s) ¢ is non-decreasing;
(H4s) it holds that Yn/ e()t™? dt = 1 with y, = / le - o| do for any e € S"1.
0 sn-1

Note that the assumptions on ¢ imply that the functional Rs is never convex.

Example 7.5.1. Examples of functions ¢ with the properties (H1s5)-(H4s) include suitable nor-
malizations of

0 ift<1 t? ift<1 _p
t— ] s t— ] s t—1—e
1 ift>1 1 ift>1

fort > 0, cf. [53].

To guarantee that the functionals R s satisfy a suitable compactness property, see Theorem 7.5.2 b),
we must additionally assume that

(H5s) ¢(t) > 0forallt > 0.

Clearly, the last two functions from Example 7.5.1 satisfy the positivity condition, while the first
one does not. In identifying the Mosco-limits ﬁg in each of the three cases § € (0,0), § = 0, and
d = oo, we make repeated use of [53, Theorems 1, 2 and 3], which we recall here for the reader’s
convenience.

Theorem 7.5.2 (cf. [53, Theorems 1-3]). Let Q C R" be a bounded and smooth domain, and let

¢ satisfy (H1s)—(H4s).
a) If (8 )r € (0, 00) is such that 8 — 0, then the following statements hold:
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(i) There exists a constant K(¢) € (0,1], independent of Q, such that (Rs, ), T'-converges as
k — oo, with respect to the L' (Q)-topology, to Ry : L}(Q) — [0, 0] defined foru € L}(Q)
by

K(¢)IDul(Q)  ifu € BV(Q),
RO(u) = . 1
o ifueL'(Q)\BV(Q).

i1 Uy )k IS a bounded sequence in with su 5. (Ur) < oo, then tnere exist a suvse-
ji) I is a bounded seq in L'(Q) with sup, Rs, hen th ] b
quence (ug,); of (ug)x and a function u € L'(Q) such that limy_,c |lug, — ullprq) =0.

b) Suppose that (H55) holds in addition to the above conditions, and let (uy ) be a bounded sequence
in L'(Q) with sup;, Rs(ux) < oo for some § > 0. Then, there exists a subsequence (ug,); of (ux)x and
a functionu € L'(Q) such that lim;_,o |luk, — ullprq) =0.

We point out that if ¢ fulfills (H15)-(H5s), then (H) in Section 7.2 holds and the sets K5 ; de-
fined in (7.32) are non-empty (cf. [53, Corollary 7]). We are now in a position to characterize the
asymptotic behavior of the regularizers Ry as &' — § € A = [0, o0].

Proposition 7.5.3 (Mosco-convergence of regularizers). Let A = (0,00) and Q C R" be a
bounded and smooth domain. Under the assumptions (H1s)—-(H55) on ¢ : [0,00) — [0, c0), it holds
that
Ré lf5 € (0’ 00);
Rs = Mosc(L?)- lim Ry = {Ro if§ =0, for§ e A =[0,c0]. (7.34)
o 0 if5=oo

Proof. Considering a sequence (Jg)r C (0, o) with limit § € [0, o], one needs to verify that the
Mosco-limit of (Rs, )i exist and is given by the right-hand side of (7.34). We split the proof into
three cases.
Case 1: § = 0. Let (ug)r € L?(Q) and u € L?(Q) be such that ux — u in L2(Q). We aim to show
that
Ro(u) < lilgn inf R, (u). (7.35)

One may thus assume without loss of generality that the limit inferior on the right-hand side of
(7.35) is finite, and, after extracting a subsequence if necessary, also

sup Ry, (ux) < oo.
k

Hence, by Theorem 7.5.2 a) (ii), it follows that uy — u in L'(Q), which together with Theorem 7.5.2 a)
(i) yields (7.35).

To complement this lower bound, we need to obtain for each u € L*(Q) N BV(Q) a sequence
(ur)r € L2(Q) such that up — u in L2(Q) and

Ro(u) > limsup R, (ug). (7.36)

k—o0

The idea is to suitably truncate a recovery sequence of the I'-limit I'(L!)-limg_,o R, from Theo-
rem 7.5.2 (i). For the details, fix [ € N and consider the truncation function, T':'R - R,

[ ift > 1,
THty =t if-I1<t<],
-1 iftr < -1l
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By Theorem 7.5.2 (i), there exists a sequence (vx)x C L1(Q) such that v — u in L(Q) and
Jim R, (0k) = K(9)|Dul(Q) = Ro(w). (7.37)
Choosing a sequence (Ix)x C R such that [y — co and ly[|ox — ul|1(q) — 0 as k — oo, we define
up =Tk oo € L®(Q) forall k € N.
Then, an application of Hélder’s inequality shows that

I I
lluk —ullrz() < llug = T* oullpz(q) + IT* o u — ull2 ()

1/2
< (2hellog — ullpr (o)) 2+ 1T 0 u = ull2 () — O,

as k — oo. Therefore, uxy — u in L*(Q) and, in view of the monotonicity of ¢ in (H3s), we conclude
that

lim sup R, (u) = hm sup Ok

k—o0

//¢(5£1|T’k(vk(X))—T”‘(vk(y))l) dx dy

|x —y|™*!

S o (x) — v
< lim 5k/(2/(2 @(6; "ok (x) — ok (y)]) i dy=,}g§o735k(vk),

|x —y|™!

which implies (7.36) by (7.37).

Case 2: 5 € (0,00). Consider a sequence (ug)r C L%(Q) and u € L*(Q) such that ux — u in
L?(Q) and
sup ng (uk) < 0.
k

_ We start by observing that there exist 5 > 0 and K € N such that for all k > K, we have
d/2 < & < 8. Hence, the previous estimate and (H3;) yield

_ §-1 _
sup R5(ux) = sup (5/ / (0" Ju(x) jk(y)b dx dy| < 2sup R, (ur) < .
k>K >k \ JaJa Ix —y|" k

Consequently, in view of Theorem 7.5.2 b), we may further assume that
ur — uin LY(Q) and ur(x) — u(x) for a.e. x € Q. (7.38)

Using Fatou’s lemma first, and then (7.38) together with the lower semicontinuity of ¢ on [0, c0),
we get

51 -
lim inf R, (ux) =11m1nf5k// PO luk(x) ~ i y) ) dx dy
k—00 |x y|n+1
5 Hup(x) —u
25// qﬂ( |uk (x) k(y)l)dxdy
|x y|n+1
1 _
o5 [ /qo(a ) —uW) e
aJo |x — y|™*!

which proves the liminf inequality.
For the recovery sequence, fix u € L2(Q) and take uj = %"u for k € N. Then, ux — u in L(Q)
as k — oo and

)
lim R () = lim <Ro(u) = Ro(u),
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as desired.

Case 3: § = co. The lower bound follows immediately by the non-negativity of Rs, for k € N.
As a recovery sequence for u € L2(Q), take a sequence (uy)x C L%(Q) such that uy — u in L*(Q)

and Lip(uy) < 51/4, which is possible since §y — oo as k — oo. Then, using (H2s),

Rsk(uk)=5k/Q/Q(p(5'; |uge (x) — ure(y)1) dx dy

|X _ y|n+1
Li 2 1 _ 1
SaM//—_ldxdy£a5k1/2//—_ldxdy.
3 aJalx—yl" aJalx—yl"
Hence, R, (ux) — 0 as k — oo, which concludes the proof. O

7.5.2 Aubert & Kornprobst setting

Let Q c R” be a bounded Lipschitz domain. We fix a nonnegative function p : [0, 00) — [0, o)
satisfying

(Hés) p is non-increasing and/ p(lx]) dx =1,
Rt’l

and consider the regularizers given for § € A = (0, 00) and u € L?(Q) by

_ 1 lu(x) —u(y)| (lx -yl
Rs(u) = 5”/9 e p( 5 ) dx dy. (7.39)

Remark 7.5.4. a) As p is non-increasing, we have forall 0 < § < Sand x,y € Qthat p(|x—y|/d) <
p(|x —y|/6); consequently,

sn

Rg(u) < %'Rg(u)

forall u € L?(Q).

b) Note that the assumption (H) from Section 7.2 is satisfied here; in particular, Rs is L?-weakly
lower semicontinuous. Indeed, as the dependence of the integrand on u is convex, it is enough to
prove strong lower semicontinuity in L?(Q). This is in turn a simple consequence of Fatou’s lemma.

c) In this set-up, the sets K ; in (7.32) consist of a single element wj(.(s) € L*(Q) in light of the
strict convexity of the fidelity term and convexity of Rs. The upper-level functional from (7.33)
then becomes

T:(0,00) = [0,00), Z(8) = W —ull}, -

A

The nonlocal functionals in (7.39) have been applied to problems in imaging in [21], providing
a derivative-free alternative to popular local models. The localization behavior of these functionals
as 6 — 0 is well-studied, originally by Bourgain, Brezis, & Mironescu [47] and later extended to the
BV-case in [81,178]. Using these results, we show that, as § — 0, the reconstruction functional in
our bi-level scheme turns into the TV -reconstruction functional, see Proposition 7.5.5 below. More-
over, in order to get structural stability inside the domain A, we exploit the monotonicity properties
of the functional R, cf. Remark 7.5.4 a). Lastly, as § — oo, we observe that the regularization term
vanishes.
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Proposition 7.5.5 (Mosco-convergence of the regularizers). Let A = (0,00), Q@ C R" be a
bounded Lipschitz domain and assume that (H6s) holds. Then,

Rs ifd € (0,00),

Rs = Mosc(Lz)-;,imé Ry =qRo ifd=0, foré e A = [0, 0], (7.40)
- 0 ifé=oco,
where
C12(0) — 0. 0o _ ) ka|Du|(Q), ifu € BV(Q),
Ro : LY(Q) — [0,00], Ro(u) = {OO ifu € 2(Q) \ BV(Q). (7.41)

with Kk, = ][ le - o| do foranye € S*71.
sn-1

Proof. Given (8 )r C (0,00) with limit 6 € [0, co], the arguments below, subdivided into three
different regimes, show that the Mosco-limit of (R, ) exists and is equal to the right-hand side of
(7.40).

Case 1: § = 0. For the lower bound, take a sequence u; — u in L%(Q) and assume without loss
of generality that

sup R, (ug) < 0.
k

By [47, Theorem 4], (uy)y is relatively compact in L!(Q), so that ux — u in L}(Q). We now use the
T-liminf result with respect to the L' (Q)-convergence in [178, Corollary 8], to deduce that

Ro(u) < lilgn inf R, (uk),

as desired. For the recovery sequence, we may suppose that u € L(Q) N BV(Q). Then, it follows
from [178, Corollary 1] that

. 1/ |u(x>—u(y)|p(|x—y|) b dy = x, |Dul()
QJQ

k—co OF Ix — ] S

showing that the constant sequence u; = u for all k € N provides a recovery sequence.

Case 2: § € (0,0). For the liminf inequality, take a sequence (ux)r converging weakly to u in
L3(Q).If 5 € (0,6), then 8 > & for all k € N large enough. Hence, it follows from Remark 7.5.4 a)
that

- Lo 5"
111111)1013“35,c (ug) = hiiloﬂlf < Rs(ux) > ERg(u),

O

where the last inequality uses the weak lower semicontinuity of R, cf. Remark 7.5.4b). Letting
é /" § and using the monotone convergence theorem gives

li]in inf Rs, (ux) > Rs(u).

For the limsup inequality, consider u € L?(Q) with Rs(u) < oo. Since p is non-increasing by
(Hé6s), we may extend u to a function # € L?(R") by reflection across the boundary of the Lipschitz

domain Q such that
[] |u<x>—u(y)|p(|x—y|) b dy < oo
n n |x - yl 5
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cf. [47, Proof of Theorem 4]. With (¢,), a family of smooth standard mollifiers, the sequence u; :=
@1/1* 1 for | € N converges to u in L?(Q) as | — oo, and we may argue similarly to the proof of the
smooth approximation property (iv) in Section 7.4 to conclude that

llim R5(u1) = Rg(u).

With ps := 6 "p(]-]/9) and for a fixed I € N, we find that

Rt~ R ()l < [ [N 50— ) = iy (5= )] e

< Lip(u) |21l ps = p It (rm),

where Lip(u;) is the Lipschitz constant of u;. We have ps, — ps in L' (R") as k — oo by a standard
argument approximating p with smooth functions. Hence, we obtain

klgzlo R, (ur) = Rs(uy),

and, letting [ — oo, results in
lim lim Rs, (1) = Rs(u).

>0 k—00
The limsup inequality now follows by extracting an appropriate diagonal sequence.

Case 3: § = co. The only nontrivial case is the limsup inequality, for which we take a sequence
(u7); € C(R™) that converges to u in L?(Q). Then, with R larger than the diameter of Q, one
obtains for every / € N that

1 lur(x) —w(y)| (|x -yl
- dx d
Rac () 5 /Q o -y "\ & I

< Lip(ul)// p('z— 51’) dz dy < Lip(ul)// p(lw]) dw dy.
Q JQ/s k Q B§(0)
k

As k — oo, the last quantity goes to zero since p(|-|) € L'(R"). Therefore, we deduce that

Jim R, (u) =0,

and conclude again with a diagonal argument. O

7.5.3 Conclusions and examples

In both the Brezis & Nguyen and the Aubert & Kornprobst settings, we now find that the extension
Z :[0,00] — [0, 0] is given by

Z(5) if § € (0, 0),
Z(8) = 4 W@ = ull?, if § = 0,
||u’7 - uC”iZ(Q;RN) if 6 = 0,
where w'” for j € {1,...,N} is the unique minimizer of the TV-reconstruction functional 70, j

(with different weight factors in the two cases). In particular, we deduce from Theorem 7.2.5 and
Corollary 7.2.8 that 7 is the relaxation of Z and that these extended upper-level functionals 7 admit
minimizers § € [0, ]. To get an intuition about when this optimal parameter is attained at the
boundary or in the interior of A, we present the following examples.
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Example 7.5.6. a) For both settings analyzed in this section, it is clear that if the noisy and clean
image coincide, u¢ = u”, then the reconstruction model with parameter § = oo gives the exact clean
image back. Hence, in this case the optimal parameter is attained at the boundary point § = .

b) Next, we illustrate the case when the optimal parameter is attained at the boundary point
6 = 0. Consider the Aubert & Kornprobst setting in Subsection 7.5.2 and let Q = (-1,1), N = 1,
u® = 0,and u”(x) = kpx for x € (—1,1). The reconstruction of u” with the total variation regularizer
Ro in (7.41) is of the form

w® = max{60;, min{0,,u"}} for some 6,6, € R.
To see this, we observe that 7 (i1) < Jo(u) for any u € BV (-1, 1) with
4 = max{u~, min{u", u"}},

where u~ := essinfye(—1,1u(x) and u™ = ess SUpP,¢(—1,1) %(x). Indeed, the map @ has at most the
same total variation as u and does not increase the distance to u” anywhere. Next, since u” is an
odd function, the same should hold for the minimizer, meaning that -6, = 6, =: 6 € [0,k,]. We
can now determine the value of 8 by optimizing the quantity Jo(w'®) in 6. This boils down to

minimizing
2 A%
—xK2 (1 - —) + 25,0,

3 Kn

and yields 6 = 0. Hence, the reconstruction model for § = 0 yields the exact clean image, so that
Z(0) = 0. The same conclusions can be drawn for the Brezis & Nguyen setting by replacing «, in
the example above with K(¢).

c) Let us finally address the case when Z becomes minimal inside A = (0, co). We work once
again with the Aubert & Kornprobst model from Subsection 7.5.2, and assume in addition to (H6)
that the function p is equal to 1 in a neighborhood of zero. We consider the following conditions
on the pair of data points (u¢,u7) € L>(Q;RN) x L2(Q; RN):

(H75) [Ju” —u|l < Jlw® —u|

2 2 .
LZ(Q;RN) LZ(Q;RN)’

(H8s) TN, R(u) < T, R(u));

here, w(®) is the componentwise minimizer of the TV-reconstruction functional 7, and we set

R(u) = / M dx dy foru e L*(Q). (7.42)
QJQ Ix =yl
The two hypotheses above can be realized, for example, by taking u”7 = (1 + ¢)u® for some small
e>0and w® #u,
Notice that (H7s) immediately rules out § = 0 as an optimal candidate, since the reconstruction
at § = oo is better. On the other hand, p is supposed to be equal to 1 near the zero, so that we infer
for large enough & that

1 ju(x) - u(y)| s
R(S(U) = 5'/9 o W dx dy = 5nR(U) (743)

for all u € L?(Q). Since, for large &, the dependence of the regularizer on & is of the same type as
the weight case from Section 7.3, we may apply Lemma 7.3.4 (i) in view of (H8s). This yields, for
all § large enough, that

l|u¢ = w | < |lu® -]

2 2
L2(QRN) L2(QRN)’
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with w(®) the minimizer of Js. This shows that the optimal parameter is not attained at § = oo
either and, as a result, needs to be attained inside A = (0, o). Hence, the optimal regularizer lies
within the class we started with.

The same conclusions can be drawn for the Brezis & Nguyen case described in Subsection 7.5.1
if we assume that ¢(t) = ct” for small ¢t with ¢ > 0 and r > 2. One may take, for instance, the
normalized version of the second function in Example 7.5.1. We then suppose that the pair of data
points (u¢, u") satisfies (H75) and (H8s), but now instead of (7.42), take

S lu(x) —u(y)l”
R(u) := C/Q . W dx dy foru € L*(Q).

We observe with [ = [[u"]| e (q,r~) (Which we assume to be finite) and T! the truncation as in
the proof of Proposition 7.5.3 that

Ts(Th o u) < Ts(u)

for all u € L?(Q) and § € (0, ). Therefore, we may restrict our analysis to functions u € L?(Q)
with |u(x) —u(y)| < 2l for all x,y € Q. By additionally considering J large enough, we now find

(Iu(X) - u(y)l) _. lu(x) —uy)|”
v 5 - 5

hence,

Rs(u) = ¢ /Q Qde dy = ﬁ(u)

5;‘—1 |x_y|n+1 Sr-1
in analogy to (7.43).

7.6 Tuning the fractional parameter

This final section revolves around regularization via the L?-norm of the spectral fractional Laplacian
of order s/2, with s in the parameter range A = (0, 1). Our aim here is twofold. First, we determine
the Mosco-limits of the regularizers, which allows us to conclude in view of the general theory
in Section 7.2 that the extended bi-level problem recovers local models at the boundary points of
A = [0,1]. Second, we provide analytic conditions ensuring that the optimal parameter lies in the
interior of (0, 1), and illustrate them with an explicit example.

The motivation behind the fractional Laplacian as a regularizer comes from [12], where the
authors show that replacing the total variation in the classical ROF model [186] with a spectral
fractional Laplacian can lead to comparable reconstruction results with a much smaller computa-
tional cost, if the order is chosen correctly. An abstract optimization of the fractional parameter for
the spectral fractional Laplacian has already been undertaken in [25], although we remark that a
convex penalization term is added there to the model to ensure that the optimal fractional parameter
lies inside (0, 1).

We begin with the problem set-up. Let Q@ € R” be abounded Lipschitz domain and let (¢/,,) men C
H;(Q) be a sequence of eigenfunctions associated with the Laplace operator (—A) forming an or-
thonormal basis of L?(Q). With the corresponding eigenvalues 0 < A; < Ay < A3 < -+ oo, it
holds for every m € N that

(7.44)

(=DN)Vm = AnUm in Q,
Um =0 on 9Q.

Denoting the projection of any u € L2(Q) onto the mth eigenfunction 1, by

ﬁm = <u> l//m>L2(Q)’
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we have the representation u = Y, "_; U m.
With this at hand, one can define for s € (0, 1) the fractional Sobolev spaces

H*(Q) := {u = iﬁm¢m e L*(Q) : iﬂfnﬁfn < oo},

m=1 m=1

endowed with the inner product

(4, 0y () = Z 23 thyyim.
m=1

It holds that H*(Q) is a Hilbert space for every s € (0, 1); for more details on these spaces, we refer,
e.g., to [58,171]. In view of (7.44), the so-called spectral fractional Laplacian of order s/2 (with
Dirichlet boundary conditions) on these spaces is defined as

(=Ap)*? H(Q) = L(Q),  (=Ap)Pu= )" A imiim.
m=1

For s € (0,1), we consider the regularizer

H||(—AD)S/214||]2_2(Q) for u € H5(Q),

_ (7.45)
) otherwise,

Rs: L2(Q) — [0,00], Rs(u) = {

with some p > 0. At the end of this section (see Remark 7.6.4), the weight parameter p will be
used to exhibit examples where structure preservation holds. The regularizers R coincide with
ull-|I? s(q) on H(Q), and are L?-weakly lower semicontinuous because ux — u in L2(Q) yields

. . . . - s Az = s -
liminf Ry () = lim lgfu;Am<uk>m > p > A, = R(u)

m=1

by a discrete version of Fatou’s lemma. Therefore, the hypotheses in (H) from Section 7.2 are
satisfied.

Next, we determine the Mosco-limits of the regularizers, and thereby, provide the basis for
extending the upper-level functional according to Section 7.2.

Proposition 7.6.1 (Mosco-convergence of the regularizers). Let A := (0,1) and R for each
s € A be given by (7.45). Then, foru € L>(Q) ands € A = [0,1],
RS(“) l.fs e (09 1)5
Rs(u) = Mosc(L?)- lim Ry (u) = ,u||u||iz(9) if s =0, (7.46)
§'—s
p||Vu||iz(Q) + XH&(Q)(u) l.fS =1

Proof. Let us observe up front that for all u € L*(Q),

||u||iz o = u2  and ||Vu||i2 o) T X (o) (1) = AmUs; (7.47)
(Q) (Q) 0
m=1

m=1
indeed, the first formula is simply Parseval’s identity, while the second one is a consequence of
Vu = Yo i UmVim for u € Hj(Q) and the orthogonality in L?(Q;R") of the gradients (Vi/m)m
with

IV sy == [V i 5= [ Ay dx =
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Fixing a sequence (sg)r C (0, 1) with limit s € [0, 1], we want to prove now that the Mosco-limit
of (R, )k exists and is given by the right-hand side of (7.46).
Step 1: The liminf-inequality. Let up — u in L?(Q), and assume without loss of generality that

liminf_,e R, (ux) < co. Then, since (ux),, — Un for each m € Nas k — oo, it follows from a
discrete version of Fatou’s lemma that

. N g2 N g~
0o > 11;110{’1”%5,( (ug) = lllirl)lol;lfll Z Ak (ug),, = p Z PRRTER
m=1 m=1
In light of (7.47) for the cases s € {0, 1}, the last quantity equals the regularizer on the right hand
side of (7.46) in all the three regimes. This finishes the proof of the lower bound.

Step 2: Construction of a recovery sequence. We first consider the u € H;(Q) case. By the
regularity of u and Lebesgue’s dominated converge theorem (applied to the counting measure) and
by considering the constant recovery sequence ux = u, we get

lim R () = lim Ry () = Jim o 3 2350 = 3 1% = Ra(w),
m=1 m=1
which concludes the proof for u € H}(Q).

In the general case where u € H*(Q), we consider the sequence (u;); C H;(Q) defined by
up = Z£n:1 GimYm for every I € N. Then, by construction, u; — u strongly in L?(Q) and

0 2 1 0o
lim E A (up),, = lim E A = E PRRTEN
[—0 [—0

m=1 m=1 m=1

The existence of a recovery sequence follows then by classical diagonalization arguments, using
the previous case. ]

Given clean and noisy images, u¢, u” € L2(Q; RN ), we work with the reconstruction functionals
Jsj i LP(R™) = [0,00], J5;(u) = |ju- u}'IIiZ(Q) +Rs(u)

for s € (0,1) and j € {1,...,N}. Recalling (7) and (7), we obtain as a consequence of Proposi-
tion 7.6.1 that the extension of the upper-level functional Z to A is given by

Z:00.1] = [0,00],  Z(s) = W = uII2, g my

(s)

1 WI(; )) with wj(.s) the unique minimizer of the strictly convex functional

here, w®) = (w
= _ )2 =) _ P NEY: s 22
Tsj(@) = llu=ulll2y )+ Rs(u) = Y (lom = (ul) )2+ phiyi, (7.48)
m=1

By Theorem 7.2.5, 7 is then the relaxation of Z and has a minimizer in A = [0, 1].

We now continue by exhibiting conditions under which the minimum of 7 is attained inside
(0,1). This is based on a direct approach, observing that the components of w(*) can be determined
explicitly by minimizing the entries of the sum in (7.48) individually. This gives the representation

[o¢]

—

(s) _ 1 7 -
w —;m(uﬂm‘ﬁm for j € {1,...,N}. (7.49)

The following lemma investigates how w(®) varies with s. In the s > 0 case, this lemma is es-
sentially contained in [25, Theorem 2] (i.e., in a slightly different setting with periodic instead of
Dirichlet boundary conditions). The proof below contains some additional details for the reader’s
convenience.
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Lemma7.6.2. Assume thatu” € H*(Q;RN) forsomee € (0,1). Then, the map [0,1] +— L*(Q;RN),
s = w8 is Fréchet-differentiable with derivative

Z H log(/lm)/1

Ty . (7.50)

Proof. For j € {1,...,N}, we set

plog(Am) Az,
Z (14 pls, )2 U) m¥m

which is a well-defined element of L?(Q) for all s € [0, 1] because u? € Hé(Q). Since
(8 (s) 00
Wi W, 1 1 1\
;:Zt_s( - )(u;?)ml//m, s, t e [0,1],

t—s T+ pAl, 14 pd,

in view of (7.49), we can apply the mean value theorem to obtain, for each m € N, a value y in
between s and ¢ such that

1 1 1 log(A,) A%,
o || 2| < gl
t—s \1+pd, 14pA, (1+ pAy,)?
Exploiting once again that u;.l e H*(Q) gives
wif — Wl 0 R ST LS W A1 (YN o
t—s / 12(Q) —|t—s 1+pdl, 14 uis, (1+ pis,)? J7m

ad —2
< > llog(Am)|*(u)) < oo,
m=1

In particular, we may take the limit t — s on the left-hand side of the preceding estimate and
interchange with the sum to show the claim. ]

It follows as a consequence of Lemma 7.6.2 that the upper level function Z : [0, 1] — [0, o] is
differentiable with derivative
—
T(9) =2 (0w =) g
for s € [0,1]; at the boundary points s = 0 and s = 1, f’(s) stands for the one-sided derivative.

Plugging in the identities (7.50) and (7.49) in the inner product and using that the family (¢,)n, is
orthonormal yields

N o
ylog()tm)/ls 1 -
Z'(s)= zZZ e A brar e U AN (751)

for s € [0, 1]. Observe that the simple conditions
7(0)<0 and Z(1)>0,

imply that Z does not attain its minimizer at s = 0 or at s = 1, respectively. After taking s = 0 and
s = 1in (7.51) and simplifying, these requirements can be written as follows:
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(H1,)

log(/lm)(u’;]\)m (@m -(1 +ﬂ)@m) >0

log(Am)Am
(14 pAy)?

M= 1
M i

(H2,) W), (@D, = 1+ k)@, ) <0

3
I

1 1

J

Since (H1;) guarantees that the minimizer of 7 isnot s = 0 and (H2;) ensures the minimizer to be
different from s = 1, Corollary 7.2.8 (iii) yields the following result.

Corollary 7.6.3. Suppose thatu € H¢(Q; RYN) for some ¢ € (0,1), and that assumptions (H1) and
(H2;) are satisfied. Then, T admits a minimizers € (0, 1).

We close this section with an interpretation of the conditions (H1) and (H2;), and a specific
example in which they are both satisfied.

Remark 7.6.4. a) Suppose that N = 1. Decomposing the noisy image into the sum of the clean
image and the noise, i.e., u” = u¢ + , turns (H1,) and (H2;) into

Z log(A) (4, + (1 = W) i + 75 ) > 0,
(7.52)
log(Am)Am ~2 ~ ~
Z 0+ k) ( —pAmu®, + (1 — phAy)u mr]m+rym) <0

If we assume that the noise has mostly high frequencies and that the clean image has mostly mod-
erate frequencies, then the mixed terms in (7.52) will be small. The first condition is then close
to

&) 5 e .
—u Z:llog(/lm)ucm + Z_llog(/lm)’ﬁn >0,

which holds for sufficiently small p. Similarly, for sufficiently large p, the second condition is
satisfied. As we analyse in b) below, there are instances where we can find a range for p that
implies both conditions.

b) In the case where Q = (0, )2, by indexing the eigenfunctions via m = (my, m,) € N?, we find
Ym(x) = sin(myx;) sin(mzxz)

with corresponding eigenvalues A,, = m? + m3. By choosing u¢ = (1) as the clean image and
n= %zﬁ(m,lo) as the noise, the condition (7.52) turns into

—100 plog(2) + log(200) > 0,
4log(2)  2log(200)

Hv2p® T (1+2000)

5

which is satisfied for
0.0236 ~ p_ < p < py =~ 0.0764.

On the other hand, when y = 0.023, then s = 1 is optimal, while the optimal solution for y = 0.11 is
-

s = 0. This can be seen numerically as for these values of y, the derivative 7 is either negative or

positive on [0, 1], respectively. A



244 CHAPTER 7. BI-LEVEL PARAMETER LEARNING



Bibliography

(1]

[2]

(3]

[4]

(5]

(6]

N. H. Abel. Solution de quelques problémes a I’aide d’intégrales définies. In L. Sylow and
S. Lie, editors, Oeuvres complétes de Niels Henrik Abel: Nouvelle édition, volume 1 of Cambridge
Library Collection - Mathematics, pages 11-27. Cambridge University Press, 2012.

H. Abels and G. Grubb. Fractional-order operators on nonsmooth domains. J. Lond. Math.
Soc. (2), 107(4):1297-1350, 2023.

E. Acerbi and N. Fusco. Semicontinuity problems in the calculus of variations. Arch. Rational
Mech. Anal., 86(2):125-145, 1984.

J. Aczél and J. Dhombres. Functional equations in several variables, volume 31 of Encyclopedia
of Mathematics and its Applications. Cambridge University Press, Cambridge, 1989. With
applications to mathematics, information theory and to the natural and social sciences.

R. A. Adams. Sobolev spaces. Academic Press, New York-London, 1975. Pure and Applied
Mathematics, Vol. 65.

R. A. Adams. On the Orlicz-Sobolev imbedding theorem. J. Functional Analysis, 24(3):241-
257, 1977.

[7] J.J. Alibert and G. Bouchitté. Non-uniform integrability and generalized Young measures. }.

(8]

(9]

[10]

[11]

[12]

[13]

[14]

Convex Anal., 4(1):129-147, 1997.

R. Alicandro, N. Ansini, A. Braides, A. Piatnitski, and A. Tribuzio. A Variational Theory of
Convolution-Type Functionals. SpringerBriefs on PDEs and Data Science. Springer Singapore,
2023.

G. Allaire. Homogenization and two-scale convergence. SIAM j. Math. Anal., 23(6):1482—
1518, 1992.

L. Ambrosio and G. Dal Maso. On the relaxation in BV(Q; R™) of quasi-convex integrals. J.
Funct. Anal., 109(1):76-97, 1992.

L. Ambrosio, N. Fusco, and D. Pallara. Functions of bounded variation and free discontinuity
problems. Oxford Mathematical Monographs. The Clarendon Press, Oxford University Press,
New York, 2000.

H. Antil and S. Bartels. Spectral approximation of fractional PDEs in image processing and
phase field modeling. Comput. Methods Appl. Math., 17(4):661-678, 2017.

H. Antil, Z. W. Di, and R. Khatri. Bilevel optimization, deep learning and fractional Laplacian
regularization with applications in tomography. Inverse Problems, 36(6):064001, 22, 2020.

H. Antil, H. Diaz, T. Jing, and A. Schikorra. Nonlocal bounded variations with applications.
SIAM 7. Math. Anal., 56(2):1903-1935, 2024.

245



246 BIBLIOGRAPHY

[15] H. Antil and C. N. Rautenberg. Sobolev spaces with non-Muckenhoupt weights, fractional
elliptic operators, and applications. SIAM J. Math. Anal., 51(3):2479-2503, 2019.

[16] A. Arroyo-Rabasa. Functional and variational aspects of nonlocal operators associated with
linear PDEs. Preprint, arXiv:2210.13161, 2023.

[17] A. Arroyo-Rabasa, G. De Philippis, and F. Rindler. Lower semicontinuity and relaxation of
linear-growth integral functionals under PDE constraints. Adv. Calc. Var., 13(3):219-255,
2020.

[18] H. Attouch. Variational convergence for functions and operators. Applicable Mathematics
Series. Pitman (Advanced Publishing Program), Boston, MA, 1984.

[19] H. Attouch, G. Buttazzo, and G. Michaille. Variational analysis in Sobolev and BV spaces, vol-
ume 17 of MOS-SIAM Series on Optimization. Society for Industrial and Applied Mathematics
(SIAM), Philadelphia, PA; Mathematical Optimization Society, Philadelphia, PA, second edi-
tion, 2014. Applications to PDEs and optimization.

[20] G. Aubert and P. Kornprobst. Mathematical problems in image processing, volume 147 of
Applied Mathematical Sciences. Springer, New York, second edition, 2006. Partial differential
equations and the calculus of variations, With a foreword by Olivier Faugeras.

[21] G. Aubert and P. Kornprobst. Can the nonlocal characterization of Sobolev spaces by Bour-
gain et al. be useful for solving variational problems? SIAM J. Numer. Anal., 47(2):844-860,
2009.

[22] A. Audrito, J.-C. Felipe-Navarro, and X. Ros-Oton. The Neumann problem for the fractional
Laplacian: regularity up to the boundary. Ann. Sc. Norm. Super. Pisa, CL. Sci. (5), 24(2):1155-
1222, 2023.

[23] J. M. Ball. Convexity conditions and existence theorems in nonlinear elasticity. Arch. Rational
Mech. Anal., 63(4):337-403, 1977.

[24] J. M. Ball. Discontinuous equilibrium solutions and cavitation in nonlinear elasticity. Philos.
Trans. R. Soc. Lond. Ser. A, 306:557-611, 1982.

[25] S.Bartels and N. Weber. Parameter learning and fractional differential operators: applications
in regularized image denoising and decomposition problems. Math. Control Relat. Fields,
13(1):35-62, 2023.

[26] J.C. Bellido, J. Cueto, M. Foss, and P. Radu. Nonlocal Green theorems and Helmholtz decom-
positions for truncated fractional gradients. Preprint, arXiv:2311.05465, 2023.

[27] J. C. Bellido, ]J. Cueto, and C. Mora-Corral. Bond-based peridynamics does not converge to
hyperelasticity as the horizon goes to zero. J. Elasticity, 141(2):273-289, 2020.

[28] J. C. Bellido, J. Cueto, and C. Mora-Corral. Fractional Piola identity and polyconvexity in
fractional spaces. Ann. Inst. H. Poincaré Anal. Non Linéaire, 37(4):955-981, 2020.

[29] J. C. Bellido, J. Cueto, and C. Mora-Corral. T'-convergence of polyconvex functionals involv-
ing s-fractional gradients to their local counterparts. Calc. Var. Partial Differential Equations,
60(1):Paper No. 7, 29, 2021.

[30] J. C. Bellido, J. Cueto, and C. Mora-Corral. Minimizers of nonlocal polyconvex energies in
nonlocal hyperelasticity. Adv. Calc. Var., 2023.



BIBLIOGRAPHY 247

[31] J.C.Bellido, J. Cueto, and C. Mora-Corral. Non-local gradients in bounded domains motivated
by continuum mechanics: fundamental theorem of calculus and embeddings. Adv. Nonlinear
Anal., 12(1):Paper No. 20220316, 48, 2023.

[32] J. C. Bellido, J. Cueto, and C. Mora-Corral. Eringen’s model via linearization of nonlocal
hyperelasticity. Math. Mech. Solids, 29(4):686-703, 2024.

[33] J.C.Bellido and C. Mora-Corral. Existence for nonlocal variational problems in peridynamics.
SIAM 7. Math. Anal., 46(1):890-916, 2014.

[34] J. C. Bellido and C. Mora-Corral. Lower semicontinuity and relaxation via Young measures
for nonlocal variational problems and applications to peridynamics. SIAM F. Math. Anal.,
50(1):779-809, 2018.

[35] J. C. Bellido, C. Mora-Corral, and P. Pedregal. Hyperelasticity as a I'-limit of peridynamics
when the horizon goes to zero. Calc. Var. Partial Differential Equations, 54(2):1643-1670, 2015.

[36] J.C.Bellido, C. Mora-Corral, and H. Schonberger. Nonlocal gradients: Fundamental theorem
of calculus, Poincaré inequalities and embeddings. Preprint, arXiv:2402.16487, 2024.

[37] J. C. Bellido and A. Ortega. A restricted nonlocal operator bridging together the Laplacian
and the fractional Laplacian. Calc. Var. Partial Differential Equations, 60(2):Paper No. 71, 29,
2021.

[38] J. C. Bellido and A. Ortega. Spectral stability for the peridynamic fractional p-Laplacian.
Appl. Math. Optim., 84:5253-S276, 2021.

[39] M. Bellieud and G. Bouchitté. Homogenization of elliptic problems in a fiber reinforced
structure. Non local effects. Ann. Sc. Norm. Super. Pisa, CL. Sci., IV. Ser., 26(3):407-436, 1998.

[40] M. Belloni, G. Buttazzo, and L. Freddi. Completion by Gamma-convergence for optimal con-
trol problems. Ann. Fac. Sci. Toulouse Math. (6), 2(2):149-162, 1993.

[41] C. Bennett and R. Sharpley. Interpolation of operators, volume 129 of Pure and Applied Math-
ematics. Academic Press, Inc., Boston, MA, 1988.

[42] M. Benning and M. Burger. Modern regularization methods for inverse problems. Acta
Numer., 27:1-111, 2018.

[43] J. Bernoulli. Problema novum ad cujus solutionem mathematici invitantur. Acta Eruditorum,
15:264-269, 1696.

[44] F. Bobaru, J. T. Foster, P. H. Geubelle, and S. A. Silling, editors. Handbook of peridynamic
modeling. Advances in Applied Mathematics. CRC Press, Boca Raton, FL, 2017.

[45] K. Bogdan, K. Burdzy, and Z.-Q. Chen. Censored stable processes. Probab. Theory Related
Fields, 127(1):89-152, 2003.

[46] J. Boulanger, P. Elbau, C. Pontow, and O. Scherzer. Non-local functionals for imaging. In
Fixed-point algorithms for inverse problems in science and engineering, volume 49 of Springer
Optim. Appl., pages 131-154. Springer, New York, 2011.

[47] J. Bourgain, H. Brezis, and P. Mironescu. Another look at Sobolev spaces. In Optimal control
and partial differential equations, pages 439-455. I0S, Amsterdam, 2001.



248

(48]

[49]

[50]

[51]

[52]

(53]

[54]

[55]

[56]

[57]

(58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

BIBLIOGRAPHY

A. Braides. Homogenization of some almost periodic coercive functional. Rend. Accad. Naz.
Sci. XL Mem. Mat. (5), 9(1):313-321, 1985.

A. Braides. I'-convergence for beginners, volume 22 of Oxford Lecture Series in Mathematics
and its Applications. Oxford University Press, Oxford, 2002.

A. Braides, M. Maslennikov, and L. Sigalotti. Homogenization by blow-up. Appl. Anal.,
87(12):1341-1356, 2008.

K. Bredies, K. Kunisch, and T. Pock. Total generalized variation. SIAM J. Imaging Sci.,
3(3):492-526, 2010.

H. Brezis. Functional analysis, Sobolev spaces and partial differential equations. Universitext.
Springer, New York, 2011.

H. Brezis and H.-M. Nguyen. Non-local functionals related to the total variation and connec-
tions with image processing. Ann. PDE, 4(1):Art. 9, 77, 2018.

E. Brue, M. Calzi, G. E. Comi, and G. Stefani. A distributional approach to fractional Sobolev
spaces and fractional variation: asymptotics II. C. R. Math. Acad. Sci. Paris, 360:589-626, 2022.

G. Buttazzo. Some relaxation problems in optimal control theory. 7 Math. Anal. Appl.,
125(1):272-287, 1987.

G. Buttazzo and G. Dal Maso. I'-convergence and optimal control problems. 7. Optim. Theory
Appl., 38(3):385-407, 1982.

L. Caffarelli and L. Silvestre. An extension problem related to the fractional Laplacian. Comm.
Partial Differential Equations, 32(7-9):1245-1260, 2007.

L. A. Caffarelli and P. R. Stinga. Fractional elliptic equations, caccioppoli estimates and reg-
ularity. Annales de I'Institut Henri Poincaré C, Analyse non linéaire, 33:767-807, 2016.

P. M. Campos and J. F. Rodrigues. Unilateral problems for quasilinear operators with frac-
tional Riesz gradients. Preprint, arXiv:2311.18428, 2023.

A. Chambolle and P.-L. Lions. Image recovery via total variation minimization and related
problems. Numer. Math., 76(2):167-188, 1997.

T. Champion, L. De Pascale, and F. Prinari. I'-convergence and absolute minimizers for supre-
mal functionals. ESAIM Control Optim. Calc. Var., 10(1):14-27, 2004.

Y. Chen, T. Pock, R. Ranftl, and H. Bischof. Revisiting loss-specific training of filter-based mrfs
for image restoration. In J. Weickert, M. Hein, and B. Schiele, editors, Pattern Recognition,
pages 271-281, Berlin, Heidelberg, 2013. Springer Berlin Heidelberg.

Y. Chen, R. Ranftl, and T. Pock. Insights into analysis operator learning: from patch-based
sparse models to higher order MRFs. IEEE Trans. Image Process., 23(3):1060-1072, 2014.

C. V. Chung, J. C. De los Reyes, and C. B. Schonlieb. Learning optimal spatially-dependent
regularization parameters in total variation image denoising. Inverse Problems, 33(7):074005,
31, 2017.

G. E. Comi, D. Spector, and G. Stefani. The fractional variation and the precise representative
of BV*? functions. Fract. Calc. Appl. Anal., 25(2):520-558, 2022.



BIBLIOGRAPHY 249

[66] G.E.Comi and G. Stefani. A distributional approach to fractional Sobolev spaces and frac-
tional variation: existence of blow-up. J. Funct. Anal., 277(10):3373-3435, 2019.

[67] G.E.Comiand G. Stefani. Leibniz rules and Gauss-Green formulas in distributional fractional
spaces. . Math. Anal. Appl., 514(2):Paper No. 126312, 41, 2022.

[68] G.E.Comi and G. Stefani. A distributional approach to fractional Sobolev spaces and frac-
tional variation: asymptotics I. Rev. Mat. Complut., 36(2):491-569, 2023.

[69] G. E. Comi and G. Stefani. Failure of the local chain rule for the fractional variation. Port.
Math., 80(1-2):1-25, 2023.

[70] J. B. Conway. A course in functional analysis, volume 96 of Graduate Texts in Mathematics.
Springer-Verlag, New York, second edition, 1990.

[71] J. Cueto. Mathematical analysis of fractional and nonlocal models from nonlinear Solid Me-
chanics. PhD thesis, Universidad de Castilla-La Mancha, 2021.

[72] J. Cueto, C. Kreisbeck, and H. Schonberger. A variational theory for integral functionals
involving finite-horizon fractional gradients. Fract. Calc. Appl. Anal., 26(5):2001-2056, 2023.

[73] J. Cueto, C. Kreisbeck, and H. Schonberger. I'-convergence involving nonlocal gradients with
varying horizon: Recovery of fractional and local models. Preprint, arXiv:2404.18509, 2024.

[74] B.Dacorogna. Quasiconvexity and relaxation of nonconvex problems in the calculus of vari-
ations. J. Functional Analysis, 46(1):102-118, 1982.

[75] B.Dacorogna. Direct methods in the calculus of variations, volume 78 of Applied Mathematical
Sciences. Springer, New York, second edition, 2008.

[76] B. Dacorogna and P. Marcellini. Implicit partial differential equations, volume 37 of Progress
in Nonlinear Differential Equations and their Applications. Birkh&user Boston, Inc., Boston,
MA, 1999.

[77] B. Dacorogna and P. Marcellini. On the solvability of implicit nonlinear systems in the vec-
torial case. In Nonlinear partial differential equations (Evanston, IL, 1998), volume 238 of
Contemp. Math., pages 89-113. Amer. Math. Soc., Providence, RI, 1999.

[78] B. Dacorogna and G. Pisante. A general existence theorem for differential inclusions in the
vector valued case. Port. Math. (N.S.), 62(4):421-436, 2005.

[79] G. Dal Maso. Integral representation on BV(Q) of TI'-limits of variational integrals.
Manuscripta Math., 30(4):387-416, 1979/80.

[80] G. Dal Maso. An introduction to I'-convergence, volume 8 of Progress in Nonlinear Differential
Equations and their Applications. Birkhauser Boston, Inc., Boston, MA, 1993.

[81] J. Davila. On an open question about functions of bounded variation. Calc. Var. Partial
Differential Equations, 15(4):519-527, 2002.

[82] E. Davoli, R. Ferreira, C. Kreisbeck, and H. Schonberger. Structural changes in nonlocal de-
noising models arising through bi-level parameter learning. Appl. Math. Optim., 88(1):Paper
No. 9, 47, 2023.

[83] E. Davoli, 1. Fonseca, and P. Liu. Adaptive image processing: first order PDE constraint
regularizers and a bilevel training scheme. J. Nonlinear Sci., 33(3):Paper No. 41, 38, 2023.



250

(84]

(85]

BIBLIOGRAPHY

E. Davoli and P. Liu. One dimensional fractional order TGV: gamma-convergence and bilevel
training scheme. Commun. Math. Sci., 16(1):213-237, 2018.

E. De Giorgi and T. Franzoni. Su un tipo di convergenza variazionale. Atti Accad. Naz. Lincei
Rend. CL Sci. Fis. Mat. Nat. (8), 58(6):842-850, 1975.

[86] J. C. De los Reyes and C.-B. Schonlieb. Image denoising: learning the noise model via nons-

mooth PDE-constrained optimization. Inverse Probl. Imaging, 7(4):1183-1214, 2013.

[87] J. C.De Los Reyes, C.-B. Schonlieb, and T. Valkonen. The structure of optimal parameters for

image restoration problems. J. Math. Anal. Appl., 434(1):464-500, 2016.

[88] J. C. De los Reyes, C.-B. Schonlieb, and T. Valkonen. Bilevel parameter learning for higher-

(89]

[90]

[91]

[92]

(93]

[94]

[95]

[96]

[97]

(98]

[99]

[100]

order total variation regularisation models. J. Math. Imaging Vision, 57(1):1-25, 2017.

L. M. Del Pezzo and A. M. Salort. The first non-zero Neumann p-fractional eigenvalue. Non-
linear Anal., 118:130-143, 2015.

M. D’Elia, J. C. De Los Reyes, and A. Miniguano-Trujillo. Bilevel parameter learning for
nonlocal image denoising models. 7. Math. Imaging Vision, 63(6):753-775, 2021.

M. D’Elia, Q. Du, and M. D. Gunzburger. Recent progress in mathematical and computa-
tional aspects of peridynamics. In G. Z. Voyiadjis, editor, Handbook of Nonlocal Continuum
Mechanics for Materials and Structures. Springer, 2019.

M. D’Elia, M. Gulian, T. Mengesha, and J. M. Scott. Connections between nonlocal operators:
from vector calculus identities to a fractional Helmholtz decomposition. Fract. Calc. Appl.
Anal., 25(6):2488-2531, 2022.

M. D’Elia, M. Gulian, H. Olson, and G. E. Karniadakis. Towards a unified theory of fractional
and nonlocal vector calculus. Fract. Calc. Appl. Anal., 24(5):1301-1355, 2021.

F. Demengel and G. Demengel. Functional spaces for the theory of elliptic partial differential
equations. Universitext. Springer, London; EDP Sciences, Les Ulis, 2012. Translated from the
2007 French original by Reinie Erné.

S. Dempe and A. Zemkoho, editors. Bilevel optimization—advances and next challenges, vol-
ume 161 of Springer Optimization and Its Applications. Springer, Cham, [2020] ©2020.

E. Di Nezza, G. Palatucci, and E. Valdinoci. Hitchhiker’s guide to the fractional Sobolev
spaces. Bull. Sci. Math., 136(5):521-573, 2012.

R. J. DiPerna and A. J. Majda. Oscillations and concentrations in weak solutions of the in-
compressible fluid equations. Comm. Math. Phys., 108(4):667-689, 1987.

S. Dipierro, E. P. Lippi, and E. Valdinoci. (Non)local logistic equations with Neumann condi-
tions. Ann. Inst. Henri Poincaré, Anal. Non Linéaire, 40(5):1093-1166, 2023.

S. Dipierro, L. E. Proietti, and E. Valdinoci. Linear theory for a mixed operator with Neumann
conditions. Asymptotic Anal., 128(4):571-594, 2022.

S. Dipierro, X. Ros-Oton, and E. Valdinoci. Nonlocal problems with Neumann boundary
conditions. Rev. Mat. Iberoam., 33(2):377-416, 2017.



BIBLIOGRAPHY 251

[101] J. Domke. Generic methods for optimization-based modeling. In N. D. Lawrence and M. Giro-
lami, editors, Proceedings of the Fifteenth International Conference on Artificial Intelligence and
Statistics, volume 22 of Proceedings of Machine Learning Research, pages 318-326, La Palma,
Canary Islands, 21-23 Apr 2012. PMLR.

[102] Q. Du, M. Gunzburger, R. B. Lehoucq, and K. Zhou. A nonlocal vector calculus, nonlocal
volume-constrained problems, and nonlocal balance laws. Math. Models Methods Appl. Sci.,
23(3):493-540, 2013.

[103] Q. Du, T. Mengesha, and X. Tian. Fractional Hardy-type and trace theorems for nonlocal
function spaces with heterogeneous localization. Anal. Appl. (Singap.), 20(3):579-614, 2022.

[104] Q.Du and X. Tian. Stability of nonlocal Dirichlet integrals and implications for peridynamic
correspondence material modeling. SIAM j. Appl. Math., 78(3):1536-1552, 2018.

[105] Q.Du, X. Tian, C. Wright, and Y. Yu. Nonlocal trace spaces and extension results for nonlocal
calculus. J. Funct. Anal., 282(12):63, 2022. Id/No 109453.

[106] J. Duoandikoetxea. Fourier analysis, volume 29 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, RI, 2001.

[107] P. Elbau. Sequential lower semi-continuity of non-local functionals, 2011.

[108] L. C. Evans. Partial differential equations, volume 19 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, second edition, 2010.

[109] L. C. Evans and R. F. Gariepy. Measure theory and fine properties of functions. Textbooks in
Mathematics. CRC Press, Boca Raton, FL, revised edition, 2015.

[110] H. Federer. Geometric measure theory, volume Band 153 of Die Grundlehren der mathematis-
chen Wissenschaften. Springer-Verlag New York, Inc., New York, 1969.

[111] G. Foghem and M. Kassmann. A general framework for nonlocal Neumann problems. Com-
mun. Math. Sci., 22(1):15-66, 2024.

[112] L Fonseca and G. Leoni. Modern methods in the calculus of variations: LP spaces. Springer
Monographs in Mathematics. Springer, New York, 2007.

[113] I Fonseca and S. Miiller. Relaxation of quasiconvex functionals in BV(Q, R?) for integrands
f(x,u, Vu). Arch. Rational Mech. Anal., 123(1):1-49, 1993.

[114] M. Foss. Nonlocal poincaré inequalities for integral operators with integrable nonhomoge-
neous kernels. Preprint, arXiv:1911.10292, 2019.

[115] M. Foss. Traces on general sets in R" for functions with no differentiability requirements.
SIAM J. Math. Anal., 53(4):4212-4251, 2021.

[116] W. H. Gerstle. Introduction to practical peridynamics, volume 1 of Frontier Research in Com-
putation and Mechanics of Materials and Biology. World Scientific Publishing Co. Pte. Ltd.,
Hackensack, NJ, 2016. Computational solid mechanics without stress and strain.

[117] G. Gilboa and S. Osher. Nonlocal operators with applications to image processing. Multiscale
Model. Simul., 7(3):1005-1028, 2008.

[118] E. Giusti. Minimal surfaces and functions of bounded variation, volume 80 of Monographs in
Mathematics. Birkhauser Verlag, Basel, 1984.



252 BIBLIOGRAPHY

[119] K. Goebel and S. Reich. Uniform convexity, hyperbolic geometry, and nonexpansive mappings,
volume 83 of Monographs and Textbooks in Pure and Applied Mathematics. Marcel Dekker,
Inc., New York, 1984.

[120] C. Goffman and ]. Serrin. Sublinear functions of measures and variational integrals. Duke
Math. 7., 31:159-178, 1964.

[121] H. H. Goldstine. A history of the calculus of variations from the 17th through the 19th century,
volume 5 of Studies in the History of Mathematics and Physical Sciences. Springer-Verlag, New
York-Berlin, 1980.

[122] L. Gratakos. Classical Fourier analysis, volume 249 of Graduate Texts in Mathematics. Springer,
New York, third edition, 2014.

[123] L. Grafakos. Modern Fourier analysis, volume 250 of Graduate Texts in Mathematics. Springer,
New York, third edition, 2014.

[124] G. Grubb. Fractional Laplacians on domains, a development of Hérmander’s theory of p-
transmission pseudodifferential operators. Adv. Math., 268:478—528, 2015.

[125] G. Grubb. Resolvents for fractional-order operators with nonhomogeneous local boundary
conditions. J. Funct. Anal., 284(7):Paper No. 109815, 55, 2023.

[126] F. Grube and T. Hensiek. Robust nonlocal trace spaces and Neumann problems. Nonlinear
Anal., 241:113481, 2024.

[127] F. Grube and M. Kassmann. Robust nonlocal trace and extension theorems. Preprint,
arXiv:2305.05735, 2023.

[128] Z. Han, T. Mengesha, and X. Tian. Compactness results for a Dirichlet energy of nonlocal
gradient with applications. Preprint, arXiv:2404.09079, 2024.

[129] Z. Han and X. Tian. Nonlocal half-ball vector operators on bounded domains: Poincaré
inequality and its applications. Math. Models Methods Appl. Sci., 33(12):2507-2556, 2023.

[130] D.Harutyunyan, T. Mengesha, H. Mikayelyan, and J. M. Scott. Fractional Korn’s inequalities
without boundary conditions. Math. Mech. Complex Syst., 11(4):497-524, 2023.

[131] D. Hilbert. Mathematical problems. Bull. Amer. Math. Soc., 8(10):437-479, 1902.

[132] R. Hilfer, editor. Applications of fractional calculus in physics. World Scientific Publishing Co.,
Inc., River Edge, NJ, 2000.

[133] M. Hintermiiller and C. N. Rautenberg. Optimal selection of the regularization function in
a weighted total variation model. Part I: Modelling and theory. J. Math. Imaging Vision,
59(3):498-514, 2017.

[134] G. Holler and K. Kunisch. Learning nonlocal regularization operators. Math. Control Relat.
Fields, 12(1):81-114, 2022.

[135] G.Holler, K. Kunisch, and R. C. Barnard. A bilevel approach for parameter learning in inverse
problems. Inverse Problems, 34(11):115012, 28, 2018.

[136] L. Hormander.  The analysis of linear partial differential operators. III, volume 274 of
Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences]. Springer-Verlag, Berlin, 1985. Pseudodifferential operators.



BIBLIOGRAPHY 253

[137] J. Horvath. On some composition formulas. Proc. Amer. Math. Soc., 10:433-437, 1959.

[138] R. Kawasumi, E. Nakai, and M. Shi. Characterization of the boundedness of generalized
fractional integral and maximal operators on Orlicz-Morrey and weak Orlicz-Morrey spaces.
Math. Nachr., 296(4):1483-1503, 2023.

[139] C. Kreisbeck, A. Ritorto, and E. Zappale. Cartesian convexity as the key notion in the vari-
ational existence theory for nonlocal supremal functionals. Nonlinear Anal., 225:Paper No.
113111, 33, 2022.

[140] C. Kreisbeck and H. Schonberger. Quasiconvexity in the fractional calculus of variations:
characterization of lower semicontinuity and relaxation. Nonlinear Anal., 215:Paper No.
112625, 26, 2022.

[141] C. Kreisbeck and H. Schénberger. Non-constant functions with zero nonlocal gradient and
their role in nonlocal Neumann-type problems. Preprint, arXiv:2402.11308, 2024.

[142] C. Kreisbeck and E. Zappale. Lower semicontinuity and relaxation of nonlocal L*-
functionals. Calc. Var. Partial Differential Equations, 59(4):Paper No. 138, 36, 2020.

[143] C. Kreisbeck and E. Zappale. Loss of double-integral character during relaxation. SIAM 7.
Math. Anal., 53(1):351-385, 2021.

[144] J. Kristensen and F. Rindler. Characterization of generalized gradient Young measures gen-
erated by sequences in W! and BV. Arch. Ration. Mech. Anal., 197(2):539-598, 2010.

[145] J. Kristensen and F. Rindler. Relaxation of signed integral functionals in BV. Calc. Var. Partial
Differential Equations, 37(1-2):29-62, 2010.

[146] M. Kwasnicki. Ten equivalent definitions of the fractional Laplace operator. Fract. Calc. Appl.
Anal., 20(1):7-51, 2017.

[147] S. Lang. Complex analysis, volume 103 of Graduate Texts in Mathematics. Springer-Verlag,
New York, fourth edition, 1999.

[148] H.Lee and Q. Du. Nonlocal gradient operators with a nonspherical interaction neighborhood
and their applications. ESAIM Math. Model. Numer. Anal., 54(1):105-128, 2020.

[149] G. Leoni. A first course in Sobolev spaces, volume 181 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, second edition, 2017.

[150] D. Liberzon. Calculus of variations and optimal control theory. Princeton University Press,
Princeton, NJ, 2012. A concise introduction.

[151] A. Lischke, G. Pang, M. Gulian, and et al. What is the fractional Laplacian? A comparative
review with new results. 7. Comput. Phys., 404:109009, 62, 2020.

[152] P. Liu and C.-B. Schonlieb. Learning optimal orders of the underlying Euclidean norm in
total variation image denoising. Preprint, arXiv:1903.11953, 2019.

[153] C. W.K. Lo and J. F. Rodrigues. On a class of nonlocal obstacle type problems related to the
distributional Riesz fractional derivative. Port. Math., 80(1-2):157-205, 2023.

[154] E.Madenci and E. Oterkus. Peridynamic Theory and Its Applications. Springer, New York, NY,
2014.



254

[155]

[156]

[157]

[158]

[159]

[160]

[161]

[162]

[163]

[164]

[165]

BIBLIOGRAPHY

P. Marcellini. Approximation of quasiconvex functions, and lower semicontinuity of multiple
integrals. Manuscripta Math., 51(1-3):1-28, 1985.

M. M. Meerschaert, J. Mortensen, and S. W. Wheatcraft. Fractional vector calculus for frac-
tional advection-dispersion. Phys. A: Stat. Mech. and its Appl., 367:181-190, 2006.

M. M. Meerschaert and A. Sikorskii. Stochastic models for fractional calculus, volume 43 of
De Gruyter Studies in Mathematics. Walter de Gruyter & Co., Berlin, 2012.

T. Mengesha and Q. Du. On the variational limit of a class of nonlocal functionals related to
peridynamics. Nonlinearity, 28(11):3999-4035, 2015.

T. Mengesha and Q. Du. Characterization of function spaces of vector fields and an applica-
tion in nonlinear peridynamics. Nonlinear Anal., 140:82-111, 2016.

T. Mengesha and ]. M. Scott. Linearization and localization of nonconvex functionals moti-
vated by nonlinear peridynamic models. Continuum Mech. Thermodyn., 2024.

T. Mengesha and D. Spector. Localization of nonlocal gradients in various topologies. Calc.
Var. Partial Differential Equations, 52(1-2):253-279, 2015.

N. G. Meyers. Quasi-convexity and lower semi-continuity of multiple variational integrals
of any order. Trans. Amer. Math. Soc., 119:125-149, 1965.

Y. Mizuta. Potential theory in Euclidean spaces, volume 6 of GAKUTO International Series.
Mathematical Sciences and Applications. Gakkotosho Co., Ltd., Tokyo, 1996.

C. Mora-Corral and A. Tellini. Relaxation of a scalar nonlocal variational problem with a
double-well potential. Calc. Var. Partial Differential Equations, 59(2), 2020.

C. B. Morrey, Jr. Quasi-convexity and the lower semicontinuity of multiple integrals. Pacific
7. Math., 2:25-53, 1952.

[166] J. Mufioz. Characterisation of the weak lower semicontinuity for a type of nonlocal integral

[167]

[168]

[169]

[170]

[171]

[172]

functional: the n-dimensional scalar case. J. Math. Anal. Appl., 360(2):495-502, 2009.

D. Mugnai and E. Proietti Lippi. Neumann fractional p-Laplacian: eigenvalues and existence
results. Nonlinear Anal., Theory Methods Appl., Ser. A, Theory Methods, 188:455-474, 2019.

S. Miiller. Homogenization of nonconvex integral functionals and cellular elastic materials.
Arch. Rational Mech. Anal., 99(3):189-212, 1987.

S. Miiller. Variational models for microstructure and phase transitions. In Calculus of varia-
tions and geometric evolution problems (Cetraro, 1996), volume 1713 of Lecture Notes in Math.,
pages 85-210. Springer, Berlin, 1999.

S. Miiller and M. A. Sychev. Optimal existence theorems for nonhomogeneous differential
inclusions. J. Funct. Anal., 181(2):447-475, 2001.

R. H. Nochetto, E. Otarola, and A. J. Salgado. A PDE approach to fractional diffusion in
general domains: a priori error analysis. Found. Comput. Math., 15(3):733-791, 2015.

V. Pagliari, K. Papafitsoros, B. Raita, and A. Vikelis. Bilevel training schemes in imaging for
total variation-type functionals with convex integrands. SIAM 7. Imaging Sci., 15(4):1690—
1728, 2022.



BIBLIOGRAPHY 255

[173]

[174]

[175]

[176]

[177]

[178]

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

[188]

[189]

P. Pedregal. Parametrized measures and variational principles, volume 30 of Progress in Non-
linear Differential Equations and their Applications. Birkhauser Verlag, Basel, 1997.

P. Pedregal. Weak lower semicontinuity and relaxation for a class of non-local functionals.
Rev. Mat. Complut., 29(3):485-495, 2016.

R. L. Pego. Compactness in L? and the Fourier transform. Proc. Amer. Math. Soc., 95(2):252—
254, 1985.

T. Pock, D. Cremers, H. Bischof, and A. Chambolle. Global solutions of variational models
with convex regularization. SIAM J. Imaging Sci., 3(4):1122-1145, 2010.

L. Podlubny. Fractional differential equations, volume 198 of Mathematics in Science and Engi-
neering. Academic Press, Inc., San Diego, CA, 1999. An introduction to fractional derivatives,
fractional differential equations, to methods of their solution and some of their applications.

A. C. Ponce. A new approach to Sobolev spaces and connections to I'-convergence. Calc.
Var. Partial Differential Equations, 19(3):229-255, 2004.

A. C. Ponce. Elliptic PDEs, measures and capacities, volume 23 of EMS Tracts in Mathemat-
ics. European Mathematical Society (EMS), Ziirich, 2016. From the Poisson equations to
nonlinear Thomas-Fermi problems.

M. M. Rao and Z. D. Ren. Theory of Orlicz spaces, volume 146 of Monographs and Textbooks
in Pure and Applied Mathematics. Marcel Dekker, Inc., New York, 1991.

Y. G. Reshetnyak. Weak convergence of completely additive vector functions on a set. Sib.
Math. 7., 9(6):1039-1045, 1968.

F. Rindler. Calculus of variations. Universitext. Springer, Cham, 2018.

F. Rindler and G. Shaw. Liftings, Young measures, and lower semicontinuity. Arch. Ration.
Mech. Anal., 232(3):1227-1328, 2019.

X. Ros-Oton and J. Serra. The Dirichlet problem for the fractional Laplacian: regularity up
to the boundary. J. Math. Pures Appl. (9), 101(3):275-302, 2014.

B. Ross. The development of fractional calculus 1695-1900. Historia Math., 4:75-89, 1977.

L.I. Rudin, S. Osher, and E. Fatemi. Nonlinear total variation based noise removal algorithms.
Phys. D, 60(1-4):259-268, 1992. Experimental mathematics: computational issues in nonlinear
science (Los Alamos, NM, 1991).

T. Runst and W. Sickel. Sobolev spaces of fractional order, Nemytskij operators, and nonlinear
partial differential equations, volume 3 of De Gruyter Series in Nonlinear Analysis and Appli-
cations. Walter de Gruyter & Co., Berlin, 1996.

S. G. Samko, A. A. Kilbas, and O. I. Marichev. Fractional integrals and derivatives. Gordon
and Breach Science Publishers, Yverdon, 1993. Theory and applications, Edited and with
a foreword by S. M. Nikolgkii, Translated from the 1987 Russian original, Revised by the
authors.

H. Schonberger. Extending linear growth functionals to functions of bounded fractional
variation. Proc. Roy. Soc. Edinburgh Sect. A, 154(1):304-327, 2024.



256

BIBLIOGRAPHY

[190] J. Scott and T. Mengesha. A fractional Korn-type inequality. Discrete Contin. Dyn. Syst.,

39(6):3315-3343, 2019.

[191] J. M. Scott and Q. Du. Nonlocal problems with local boundary conditions I: function spaces

and variational principles. Preprint, arXiv:2307.08855, 2023.

[192] J. M. Scott and Q. Du. Nonlocal problems with local boundary conditions II: Green’s identities

[193]

[194]

[195]

[196]

[197]

[198]

[199]

[200]

[201]

[202]

[203]

[204]

[205]

[206]

[207]

and regularity of solutions. Preprint, arXiv:2308.05180, 2023.

T.-T. Shieh and D. E. Spector. On a new class of fractional partial differential equations. Adv.
Calc. Var., 8(4):321-336, 2015.

T.-T. Shieh and D. E. Spector. On a new class of fractional partial differential equations II.
Adv. Calc. Var., 11(3):289-307, 2018.

S. Silling and R. Lehoucq. Peridynamic theory of solid mechanics. In H. Aref and E. van der
Giessen, editors, Advances in Applied Mechanics, volume 44 of Advances in Applied Mechanics,
pages 73—-168. Elsevier, 2010.

S. A. Silling. Reformulation of elasticity theory for discontinuities and long-range forces. J.
Mech. Phys. Solids, 48(1):175-209, 2000.

S. A. Silling, M. Epton, O. Weckner, J. Xu, and E. Askari. Peridynamic states and constitutive
modeling. 7. Elasticity, 88(2):151-184, 2007.

S. A. Silling, D. J. Littlewood, and P. Seleson. Variable horizon in a peridynamic medium. 7.
Mech. Mater. Struct., 10(5):591-612, 2015.

E. M. Stein. Singular integrals and differentiability properties of functions. Princeton Mathe-
matical Series, No. 30. Princeton University Press, Princeton, N.J., 1970.

M. A. Sychev. Comparing various methods of resolving differential inclusions. j Convex
Anal., 18(4):1025-1045, 2011.

Y. Tao, X. Tian, and Q. Du. Nonlocal models with heterogeneous localization and their appli-
cation to seamless local-nonlocal coupling. Multiscale Model. Simul., 17(3):1052-1075, 2019.

M. F. Tappen, C. Liu, E. H. Adelson, and W. T. Freeman. Learning gaussian conditional
random fields for low-level vision. In 2007 IEEE Conference on Computer Vision and Pattern
Recognition, pages 1-8, 2007.

X. Tian and Q. Du. Trace theorems for some nonlocal function spaces with heterogeneous
localization. SIAM J. Math. Anal., 49(2):1621-1644, 2017.

H. Triebel. Theory of function spaces, volume 78 of Monographs in Mathematics. Birkhauser
Verlag, Basel, 1983.

H. Triebel. The structure of functions, volume 97 of Monographs in Mathematics. Birkhauser
Verlag, Basel, 2001.

B. van Brunt. The calculus of variations. Universitext. Springer-Verlag, New York, 2004.

M. L. Visik and G. I. Eskin. Convolution equations in a bounded region. Uspehi Mat. Nauk,
20(3 (123)):89-152, 1965.



BIBLIOGRAPHY 257
[208] M. Silhavy. Fractional vector analysis based on invariance requirements (critique of coordi-
nate approaches). Contin. Mech. Thermodyn., 32(1):207-228, 2020.

[209] K. Weierstrass. Uber das sogenannte Dirichlet’sche Princip. In Ausgewdhlite Kapitel aus der
Funktionenlehre, pages 184-189. Vieweg+Teubner Verlag, Wiesbaden, 1988.

[210] W. P. Ziemer. Weakly differentiable functions, volume 120 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1989. Sobolev spaces and functions of bounded variation.






	Introduction
	The direct method and classical integral functionals
	The abstract framework
	Classical integral functionals

	Fractional calculus and nonlocalities
	The Riesz fractional gradient
	Finite-horizon and general nonlocal gradients

	Motivation and applications
	Peridynamics
	Image denoising

	Contributions of the thesis

	Extending linear growth functionals to functions of bounded  fractional variation
	Introduction
	Preliminaries
	Notation
	Generalized Young measures
	Fractional calculus

	Spaces of bounded fractional variation
	Lower semicontinuity
	Relaxation

	A variational theory for integral functionals involving finite-horizon  fractional gradients
	Introduction
	Preliminaries
	Notation
	Nonlocal calculus and function spaces
	Complementary-value spaces
	Connection between nonlocal and classical Sobolev spaces
	Connection between nonlocal and fractional gradients

	Asymptotics of the nonlocal gradient and applications
	Weak lower semicontinuity and existence theory
	Homogenization and relaxation
	-convergence for varying fractional parameter
	Conclusion
	Comparison with the Riesz potential kernel
	Proof of density results

	Non-constant functions with zero nonlocal gradient and their role in  nonlocal Neumann-type problems
	Introduction
	Preliminaries
	Notation
	Nonlocal gradients and Sobolev spaces
	Translation operators
	Pseudo-differential operators and Dirichlet problems

	Discussion and characterization of functions with zero nonlocal gradient 
	Non-constant elements of Ns,p,()
	Characterization of Ns,p,()
	Regularity and examples of functions with zero nonlocal gradient

	Technical tools involving functions with zero nonlocal gradient
	Connection between classical and nonlocal Sobolev spaces
	Extension modulo functions with zero nonlocal gradient.
	A new nonlocal Poincaré inequality 
	Nonlocal Poincaré-Wirtinger inequality

	Nonlocal differential inclusion problems
	Well-posedness and localization of nonlocal Neumann-type problems
	Existence theory for nonlocal Neumann-type variational problems
	Localization for s1


	Nonlocal gradients: Fundamental theorem of calculus, Poincaré inequalities  and embeddings
	Introduction
	First properties of G
	Function spaces
	Definition and first properties
	Equivalence of spaces with different kernels

	Poincaré inequalities and compact embeddings
	Positivity of "0362Q
	Poincaré inequality and Compactness in L2
	Poincaré inequality and Compactness in Lp

	Fundamental theorem of calculus
	Embeddings
	Embeddings into Orlicz spaces
	Embeddings into spaces of continuous functions
	Compact embeddings

	Inclusion between spaces for different kernels

	-convergence involving nonlocal gradients with varying horizon:  Recovery of local and fractional models
	Introduction
	Preliminaries
	Notation
	Nonlocal gradients
	Existence theory for nonlocal variational problems
	Scaled kernels

	Localization when 0
	Localization of the nonlocal gradient
	Compactness uniformly in (0,1]
	-convergence 0

	-convergence 
	Convergence of nonlocal gradients as 
	Compactness uniformly in (1/,)
	-convergence 


	Structural changes in nonlocal denoising models arising through bi-level  parameter learning
	Introduction
	Establishing the unified framework
	Learning the optimal weight of the regularization term
	Optimal integrability exponents
	Varying the amount of nonlocality
	Brezis & Nguyen setting
	Aubert & Kornprobst setting
	Conclusions and examples

	Tuning the fractional parameter

	Bibliography

